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Abstract: this document discusses the open issues with the normative requirements specified in TS 22.104, and provides Text Proposal for TR 22.832 on the identified open issues.
Discussion
Release 16 service requirements for cyber-physical control applications in vertical domains have been specified in TS 22.104, including the key performance requirements captured in clause 5. The identified KPIs (used in tables 5.2-1, 5.3-1, 5.4-1 and 5.5-1) are described in Annex C.2:
Communication service availability
This parameter indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted packets are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum). If the survival time is larger than zero, consecutive impairments and/or delays are ignored until the respective time has expired.

Communication service reliability
Mean time between failures is one of the typical indicators for communication service reliability. This parameter states the mean value of how long the communication service is available before it becomes unavailable. For instance, a mean time between failures of one month indicates that a communication service runs error-free for one month on average before an error/errors make the communication service unavailable. Usually, an exponential distribution is assumed. This means, there will be several failures where the time between two subsequent errors is below the mean value (1 month in the example).
Communication service availability and communication service reliability (mean time between failures) give an indication on the time between failures and the length of the failures.
End-to-end latency

This parameter indicates the time allotted to the communication system for transmitting a message and the permitted timeliness.

Service bit rate

a) deterministic communication: The target value indicates committed data rate in bit/s sought from the communication service. This is the minimum data rate the communication system guarantees to provide at any time, i.e. in this case target value = user experienced data rate. 

b) non-deterministic communication: The target value indicates the target data rate in bit/s. This is the information rate the communication system aims at providing on average during a given (moving) time window (unit: s). The user experienced data rate the lower data rate threshold for any of the time windows.

Message size

The user data length indicates the (maximum) size of the user data packet delivered from the application to the ingress of the communication system and from the egress of the communication system to the application. For periodic communication this parameter can be used for calculating the requested user-experienced data rate. If this parameter is not provided, the default is the maximum value supported by the PDU type (e.g. Ethernet PDU: maximum frame length is 1522 octets, IP PDU: maximum packet length is 65 535 octets).

Transfer interval

Applicable only to periodic communication, the transfer interval indicates the time elapsed between any two consecutive messages delivered by the automation application to the ingress of the communication system.

Survival time

The maximum survival time indicates the time period the communication service may not meet the application's requirement before the communication service is deemed to be in an unavailable state. 

NOTE 1:
The survival time indicates to the communication service the time available to recover from failure. This parameter is thus tightly related to maintainability.

Observation 1: In addition to the usual KPIs (i.e., end-to-end latency, message size, service bit rate, and transfer interval), there are new KPIs defined to describe the traffic characteristics, i.e. communication service availability, communication service reliability: mean time between failures, survival time.
Meanwhile downstream WGs have made significant progress on designing the new features to fulfil the requirements accordingly. The 5G QoS characteristics are specified in TS 23.501 to describe the packet forwarding treatment that a QoS Flow receives edge-to-edge between the UE and the UPF in terms of the following performance characteristics:

Resource Type (GBR, Delay critical GBR or Non-GBR)

The Resource Type determines if dedicated network resources related to a QoS Flow-level Guaranteed Flow Bit Rate (GFBR) value are permanently allocated (e.g. by an admission control function in a radio base station).

Priority Level
The Priority Level associated with 5G QoS characteristics indicates a priority in scheduling resources among QoS Flows. The lowest Priority Level value corresponds to the highest priority.

Packet Delay Budget
The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points).

Packet Error Rate
The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For every 5QI the value of the PER is the same in UL and DL.
Averaging window (for GBR and Delay-critical GBR resource type only)
Each GBR QoS Flow shall be associated with an Averaging window. The Averaging window represents the duration over which the GFBR and MFBR shall be calculated (e.g. in the (R)AN, UPF, UE).
Maximum Data Burst Volume (for Delay-critical GBR resource type only)
Each GBR QoS Flow with Delay-critical resource type shall be associated with a Maximum Data Burst Volume (MDBV). MDBV denotes the largest amount of data that the 5G-AN is required to serve within a period of 5G-AN PDB (i.e. 5G-AN part of the PDB).

The 5G QoS characteristics should be understood as guidelines for setting node specific parameters for each QoS Flow e.g. for 3GPP radio access link layer protocol configurations.
Observation 2: Packet Delay Budget and Packet Error Rate are derived directly from the network performance requirements specified in SA1. Packet Delay Budget is related to “end-to-end latency”, while Packet Error Rate is somehow related to “Communication service reliability”.
Conclusion: Open issues on network performance requirements are listed as follow:

· How to derive Packet Error Rate from the SA1 specified KPIs, for example ‘communication service reliability’?
· Is ‘communication service availability’ a KPI for 5G system design, or a parameter that is related to Service Level Agreement (i.e., relating to network deployment)?
· What is the meaning of ‘communication service reliability: mean time between failures’? What does the term ‘failure’ exactly mean in this KPI? Can it be used as a KPI for 5G system design? Has network maintenance time been taken into account? How to derive network reliability from it in order to obtain Packet Error Rate?

· Is there any new parameter required to specify 5G QoS characteristics to fulfil the requirements for cyber-physical control applications in vertical domains?  

· Is the ‘survival time’ a KPI for 5G system design, or an application-specific parameter that cannot reliably and systematically be used to characterize the performance and/or properties of the communication service?
Text Proposal

This document proposes the following changes to TR 22.832 "Study on enhancements for cyber-physical control applications in vertical domains".

4
Overview
4.x
Open issues on network performance requirements  
The key performance requirements for cyber-physical control applications in vertical domains are specified in TS 22.104, including the new KPIs in addition to the usual KPIs (i.e., end-to-end latency, message size, service bit rate, and transfer interval):

Communication service availability - This KPI indicates if the communication system works as contracted ("available"/"unavailable" state). The communication system is in the "available" state as long as the availability criteria for transmitted packets are met. The service is unavailable if the packets received at the target are impaired and/or untimely (e.g. update time > stipulated maximum). 

Communication service reliability - Mean time between failures is one of the typical indicators for communication service reliability. This KPI states the mean value of how long the communication service is available before it becomes unavailable. 

Survival time - The maximum survival time indicates the time period the communication service may not meet the application's requirement before the communication service is deemed to be in an unavailable state. 

Meanwhile the 5G QoS characteristics are specified in TS 23.501 to describe the packet forwarding treatment that a QoS Flow receives edge-to-edge between the UE and the UPF. The most relevant performance characteristics to the identified key performance requirements are:

Packet Delay Budget - The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points).

Packet Error Rate - The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For every 5QI the value of the PER is the same in UL and DL.

Open issues on network performance requirements that need to be addressed in this study are listed as follow:

-
What are the SA1 specified KPIs (for example ‘communication service reliability’) that are related to Packet Error Rate?
-
Are ‘communication service availability’ and ‘communication service reliability’ KPIs for 3GPP 5G system design, or parameters that are related to Service Level Agreement (i.e., relating to network deployment)?
-
What is the meaning of ‘communication service reliability: mean time between failures’? What does the term ‘failure’ exactly mean in this KPI? Can it be used as a KPI for 3GPP 5G system design? Has network maintenance time been taken into account? What is the relationship between ‘communication service reliability: mean time between failures’ and network reliability (that is directly related to Packet Error Rate)?

-
Is there any new attribute required to specify 5G QoS characteristics to fulfil the requirements for cyber-physical control applications in vertical domains?  

- 
Is ‘survival time’ a key indicator to be considered for 3GPP 5G system design, or an application-specific parameter that cannot reliably and systematically be used to characterize the performance and/or properties of the communication service?
Editor’s note: the open issues listed above are expected be replaced by the suitable answers.
