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5.2.1.3 Latency aspects
5.2.1.3.1 Imaging Systems
As far as medical images are real-time processed by applications to deliver results/information dedicated to ease or even guide the surgical gesture, tight latency constraints apply here and often mandate those applications to be hosted by hospital IT facilities at a short network distance from the operating room. 

In case of a medical procedure also involving human beings, the round trip delay constraint is generally calculated based on the following formulae: 

Round trip delay = System Latency + Human Reaction Time
Where, 

System Latency = Image generation + 5G System Latency + Application Processing + Image Display

This principle is depicted on the figure below:
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Figure 5.2.1.3-1: System Latency for medical image transmission and display

With, 
T1 = Time for image generation,

T2 + T4 = Time Delay through 5G Network,

T3 = Application processing time,

T5 = Time for image display,

And System Latency = T1 + T2 + T3 + T4 + T5

The System Latency impairs the achievable precision at a given gesture speed and is defined based on the fact that surgeons often feel comfortable with a latency that gives 0.5cm precision at 30cm/s hand speed (a better precision implying slower hand movements). This translates into a System Latency from the image generation to their display on a monitor being around 20ms for procedures on a static organ where the only moving object is the surgeon’s hand. As one can see, this figure is not calculated going through a rational process but instead depends on the surgeon perception as to whether the equipment introduces delays he can cope with or not. If the organ or body part targeted by an operation is not static (for instances a beating heart) then the System Latency shall be reduced further to achieve robust enough gesture precision.

Breaking down further System Latency is needed in order to derive sub-contributions from equipment on the data path: 

· Latency introduced by images generation and display generally comes from synchronisation issues, this is to say the availability of data versus the next clock front. In a first approach, one can consider that this latency is in the order of the time interval between two successive images and is equally distributed between generation and display. If we consider 120fps, latency contribution for generation plus display would be 8ms.

· In a first approximation, as applications may take up quite heavy processing, especially when Augmented Reality is involved, it looks like a safe bet to set the transport latency much lower than the application latency and one considers a distribution of 25/75%. Under the same assumption as before (120fps), this leaves a budget of 2ms for the transport of packets through 5G System and 6ms for application processing.

The rational described above will be used in the use cases defined as part of this modality.

Finally, humans beings’ median reaction time to visual events is in the 200ms ballpark and adds to the system latency estimated above. So the round trip delay may be rather high but is compensated by surgeons slowing down their movements as necessary.
5.2.1.3.2 Teleoperation Systems

The whole tele-operated system, including the human operator and the environment constitutes a closed loop system whose performance is a matter of transparency and stability. Transparency relates to the ’degree of invisibility’ of the robotic system, where if perfectly transparent, the operator senses as if he is directly operating the patient. In the context of tele-surgery high transparency leads to marginally stable systems and high stability leads to poor transparency, so performance of the system is a compromise between stability and transparency and the performance is thus limited by the stability. Several master-slave control schemes are developed to deal with those challenges in a tele-operation system, as explained hereafter:

· Position Position Control: This is the simplest one, the only information exchanged between the control console and the robot is the position of surgeon’s hands and of the instruments and forces are estimated based on position’s errors

· Force Position Control: This one is more intuitive as real forces resulting from the contact between instruments and the environment are measured thanks to force sensors and sent back to the control console after filtering

· 4 Channel Control: This one utilizes both forces and position at both surgeon and robot side which improves stability and performances but at the price of added complexity and cost. We will assume that scheme in this use case.

A typical robotic system setup is depicted on the figure below:
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Figure 2: Robotic System Setup
In the direction from the console to the robot:

· T1 = Time for commands generation,

· T2 + T4 = Time Delay through 5G Network,

· T3 = Application processing time. In this case, there might be a 3D patient body pre-operative model at work that prevents instruments to enter into certain critical pre-defined zones.

· T5 = Time to render control commands into real instruments movements,

In the direction from the robot to the console:

· T5 = Time for instrument control feedback (effort, velocity, position) and/or image generation,

· T4 + T2 = Time Delay through 5G Network,

· T3 = Application processing time. It may correspond to image processing delays or to haptic feedback generation based on instrument location, effort measurements data issued by surgical instruments and 3D pre-operative patient body model.

· T1 = Time to render haptic and visual feedback through the surgeon console

And in both direction, the overall teleoperation system latency = T1 + T2 + T3 + T4 + T5
Studies conducted on state of the art robotic surgery systems (see X1) allow to derive the following findings:

· The maximum tolerable teleoperation system latency, up to which surgeons can still improve their performance through repeating the same simple task over and over again has been found to be around 300ms. However, the effective latency is distinctly noticeable during the course of the operative procedures and can only be compensated by a slowing of movements and by operations of type move-pause-move-pause.
· Longer latencies extend the operating time especially in case of complex surgery procedures such as laparoscopic kidney transplant, which is, technically speaking, an operation deemed as very demanding.
Depending on and the skills of individual surgeon, on the complexity of the procedure that is tele-operated, on the importance to complete the surgery in a limited time, and depending on whether a short or no learning curve is mandated (to make the technology accessible to less experienced surgeons) use cases may select much more stringent requirements for the teleoperation system latency.
Also, note that surgeons may be able to adapt to the delay through training under a constant delay. However, it is challenging to conduct telesurgery with variable latency.
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