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******************Start 1st of change******************

6.5.2
Requirements

Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path between UEs attached to the same network, modifying the path as needed when the UE moves during an active communication.
The 5G network shall enable a Service Hosting Environment provided by operator.
Based on operator policy, the 5G network shall be able to support routing of data traffic between a UE attached to the network and an application in a Service Hosting Environment for specific services, modifying the path as needed when the UE moves during an active communication.
Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path, modifying the path as needed when the UE moves or application changes location ,between a UE in an active communication and: 
-
an application in a Service Hosting Environment; or
-
an application server located outside the operator’s network.
The 5G network shall maintain user experience (e.g., QoS, QoE) when a UE in an active communication moves from a location served by a Service Hosting Environment to:

-
another location served by a different Service Hosting Environment; or

-
another location served by an application server located outside the operator’s network, and vice versa.

The 5G network shall maintain user experience (e.g., QoS, QoE) when an application for a UE moves as follows:

-
within a Service Hosting Environment; or
-
from a Service Hosting Environment to another Service Hosting Environment; or
-
from a Service Hosting Environment to an application server located place outside the operator’s network, and vice versa.

The 5G network shall be able to interact with applications in a Service Hosting Environment for efficient network resource utilization and offloading data traffic to the Service Hosting Environment close to the UE's point of attachment to the access network.
The 5G network shall support configurations of the Service Hosting Environment in the network (e.g., access network, core network), that provide application access close to the UE's point of attachment to the access network.

The 5G system shall support mechanisms to enable a UE to access the closest Service Hosting Environment for a specific hosted application or service.

The 5G network shall enable instantiation of applications for a UE in a Service Hosting Environment close to the UE's point of attachment to the access network.
The 5G system shall be able to suspend or stop application instances in a Service Hosting Environment.
NOTE:
Not all applications will always be available in all Service Hosting Environments. Therefore, it may be needed to instantiate an application at a Service Hosting Environment nearby for serving a particular UE.
Based on operator policy, the 5G system shall provide a mechanism such that one type of traffic (from a specific application or service) to/from a UE can be offloaded close to the UE's point of attachment to the access network, while not impacting other traffic type to/from that same UE.
For a 5G system with satellite access, the following requirements apply:

A 5G system with satellite access shall be able to select the communication link providing the UE with the connectivity that most closely fulfils the agreed QoS.
A 5G system with satellite access shall be capable of supporting simultaneous use of 5G satellite access network and 5G terrestrial access networks.

A 5G system with satellite access shall be able to support both UEs supporting only satellite access and UEs supporting simultaneous connectivity to 5G satellite access network and5G terrestrial access network.

****************** end of 1st change******************

****************** start of 2nd change******************

6.10.2
Requirements

The following set of requirements complement the requirements listed in 3GPP TS 22.101 [6], clause 29.
Based on operator policy, a 5G network shall provide suitable APIs to allow a trusted 3rd party to create, modify, and delete network slices used for the 3rd party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to monitor the network slice used for the 3rd party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to define and update the set of services and capabilities supported in a network slice used for the 3rd party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to configure the information which associates a UE to a network slice used for the 3rd party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to configure the information which associates a service to a network slice used for the 3rd party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to assign a UE to a network slice used for the 3rd party, to move a UE from one network slice used for the 3rd party to another network slice used for the 3rd party, and to remove a UE from a network slice used for the 3rd party based on subscription, UE capabilities, and services provided by the network slice.

The 5G network shall provide a mechanism to expose broadcasting capabilities to trusted 3rd party broadcasters' management systems.

Based on operator policy, a 5G network shall provide suitable APIs to allow a trusted 3rd party to manage this trusted 3rd party owned application(s) in the operator's Service Hosting Environment.
Based on operator policy, the 5G network shall provide suitable APIs to allow a 3rd party to monitor this trusted 3rd party owned application(s) in the operator's Service Hosting Environment.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to scale a network slice used for the 3rd party, i.e., to adapt its capacity.

Based on operator policy, a 5G network shall provide suitable APIs to allow one type of traffic (from trusted 3rd party owned applications in the operator's Service Hosting Environment) to/from a UE to be offloaded to a Service Hosting Environment close to the UE's location. 
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party application to request appropriate QoE from the network.
Based on operator policy, the 5G network shall expose a suitable API to an authorised 3rd party to provide the information regarding the availability status of a geographic location that is associated with that 3rd party.

Based on operator policy, the 5G network shall expose a suitable API to allow an authorised 3rd party to monitor the resource utilisation of the network service (radio access point and the transport network (front, backhaul)) that are associated with the 3rd party.
Based on operator policy, the 5G network shall expose a suitable API to allow an authorised 3rd party to define and reconfigure the properties of the communication services offered to the 3rd party.
Based on operator policy, the 5G network shall expose a suitable API to provide the security logging information of UEs, for example, the active 3GPP security mechanisms (e.g., data privacy, authentication, integrity protection) to an authorised 3rd party.
Based on operator policy, the 5G network shall be able to acknowledge within 100ms a communication service request from an authorised 3rd party via a suitable API.
The 5G network shall provide suitable APIs to allow a trusted 3rd party to monitor the status (e.g., locations, lifecycle, registration status) of its own UEs.

NOTE: The number of UEs could be in the range from single digit to tens of thousands.

The 5G network shall provide suitable APIs to allow a trusted 3rd party to get the network status information of a private slice dedicated for the 3rd party, e.g., the network communication status between the slice and a specific UE.

The 5G system shall support APIs to allow the non-public network to be managed by the MNO’s Operations System.

The 5G system shall provide suitable APIs to allow 3rd party infrastructure (i.e., physical/virtual network entities at RAN/core level) to be used in a private slice.
A 5G system shall provide suitable APIs to enable a 3rd party to manage its own non-public network and its private slice(s) in the PLMN in a combined manner.
The 5G system shall support suitable APIs to allow an MNO to offer automatic configuration services (for instance, interference management) to non-public networks deployed by 3rd parties and connected to the MNO’s Operations System through standardized interfaces.

******************End of 2nd change******************

******************Start of 3rd change******************

6.23.1
Description 

The QoS requirements specified for particular services such as URLLC services, vertical automation communication services, and V2X, mandate QoS guarantees from the network.  However, the network may not be able to always guarantee the required QoS of the service. An example reason for this shortcoming is that the latency and/or packet error rate increase due to interference in a radio cell. In such cases, it is critical that the application and/or application server is notified in a timely manner. Hence, the 5G system should be able to support QoS monitoring/assurance for URLLC services, V2X and vertical automation.

For more information on QoS assurance see Annex F.
Vertical automation systems are locally distributed and are typically served by wired and wireless communication networks of different types and with different characteristics. If the operation of the system or one of its sub-processes does not work properly, there is a need for quickly finding and eliminating the related error or fault in order to avoid significant operation and thus financial losses. To that end, automation devices and applications implement diagnosis and error-analysis algorithms, as well as predictive maintenance features.

Due to their inherent challenges, wireless communication systems are usually under suspicion in case an error occurs in a distributed automation application. Therefore, diagnosis and fault analysis features for 5G systems are required. The 5G system needs to provide sufficient monitoring information as input for such diagnosis features.

QoS monitoring can be used for the following activities:
-
assessing and assuring the dependability of network operation;

-
assessing and assuring the dependability of the communication services;

-
excluding particular communication errors;

-
identifying communication errors;

-
analysing the location of an error including the geographic location of the involved network component (UE; front-haul component; core node);

-
activation of application-related countermeasures.

******************End of 3rd change******************

******************Start of 4th change******************

9.1
General
The following set of requirements complement the requirements listed in 3GPP TS 22.115 [11]. The requirements apply for both home and roaming cases.
The 5G core network shall support collection of all charging information on either a network or a slice basis.
The 5G core network shall support collection of charging information for alternative authentication mechanisms.
The 5G core network shall support collection of charging information associated with each serving MNO when multi-network connectivity is used under the control of the home operator.

The 5G core network shall support charging for services/applications in an operator’s Service Hosting Environment.

The 5G core network shall support charging for content delivered from a content caching application.

The 5G core network shall support collection of charging information based on the access type (e.g., 3GPP, non-3GPP, satellite access).
The 5G core network shall support collection of charging information based on the slice that the UE accesses.
The 5G core network shall support collection of charging information based on the capacity and performance metrics.
In a 5G system with satellite access, charging call records associated with satellite access(es) shall include the location of the associated UE(s) with satellite access.
NOTE: The precision of the location of the UE can be based on the capabilities of the UE or of the network.
******************End of 4th change******************

******************Start of 5th change******************

D.2
Discrete automation

Discrete automation encompasses all types of production that result in discrete products: cars, chocolate bars, etc. Automation that addresses the control of flows and chemical reactions is referred to as process automation (see clause D.3). Discrete automation requires communications for supervisory and open-loop control applications, as well as process monitoring and tracking operations inside an industrial plant. In these applications, a large number of sensors distributed over the plant forward measurement data to process controllers on a periodic or event-driven base. Traditionally, wireline fieldbus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of a plant (up to10 km2), the large number of sensors, rotary joints, and the high deployment complexity of wired infrastructure, wireless solutions have made inroads into industrial process automation.
This use case requires support of a large number of sensor devices per plant as well as high communication service availability (99,99%). Furthermore, power consumption is relevant since some sensor devices are battery-powered with a targeted battery lifetime of several years while providing measurement updates every few seconds. Range also becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. End-to-end latency requirements typically range between 10 ms and 1 s. User experienced data rates can be rather low since each transaction typically comprises less than 256 bytes. However, there has been a shift from fieldbuses featuring somewhat modest data rates (~ 2 Mbps) to those with higher data rates (~ 10 Mbps) due to the increasing number of distributed applications and also "data-hungry" applications. An example for the latter is the visual control of production processes. For this application, the user experienced data rate is typically around 10 Mbps and the transmitted packets are much larger.

The existing wireless technologies rely on unlicensed bands. Communication is therefore vulnerable to interference caused by other technologies (e.g., WLAN). With the stringent requirements on transport reliability, such interference is detrimental to proper operation.

The use of licensed spectrum could overcome the vulnerability to same-band interference and therefore enable higher reliability. Utilization of licensed spectrum can be confined to those events where high interference bursts in unlicensed bands jeopardizes reliability and end-to-end latency constraints. This allows sharing the licensed spectrum between process automation and conventional mobile services.

Multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy. Clock synchronization will be highly beneficial since it enables more power-efficient sensor operation and mesh forwarding.

The corresponding industrial communication solutions are referred to as fieldbuses. The related standard suite is IEC 61158.

A typical discrete automation application supports downstream and upstream data flows between process controllers and sensors/actuators. The communication consists of individual transactions. The process controller resides in the plant network. This network interconnects via base stations to the wireless (mesh-) network which hosts the sensor/actuator devices. Typically, each transaction uses less than 256 bytes. An example of a controller-initiated transaction service flow is:

1.
The process controller requests sensor data (or an actuator to conduct actuation). The request is forwarded via the plant network and the wireless network to the sensors/actuators.

2.
The sensors/actuators process the request and send a replay in upstream direction to the controller. This reply may contain an acknowledgement or a measurement reading.

An example of a sensor/actuator device initiated transaction service flow:

1.
The sensor sends a measurement reading to the process controller. The request is forwarded via the wireless (mesh) network and the plant network.

2.
The process controller may send an acknowledgement in opposite direction.

For both controller- and sensor/actuator-initiated service flows, upstream and downstream transactions may occur asynchronously.

Figure D.2-1 depicts how communication may occur in discrete automation. In this use case, communication runs between process controller and sensor/actuator device via the plant network and the wireless (mesh) network. The wireless (mesh) network may also support access for handheld devices for supervisory control or process monitoring purposes.

[image: image1.emf]
Figure D.2-1: Communication path for service flows between process controllers and sensor/actuator devices. Left-hand side: Step 1 (red) – the sensor/actuator (S/A) sends measurement report autonomously, Step 2 (blue) controller acknowledges. Right-hand side: Step 1 (red) - controller requests sensor data (or an actuator to conduct actuation), Step 2 (blue): S/A sends measurement information (or acknowledges actuation) to controller.
******************End of 5th change******************

******************Start of 6th change******************

D.3
Process automation

Process automation has much in common with discrete automation (see Annex D.2). Instead of discrete products (cars, chocolate bars, etc.), process automation addresses the production of bulk products such as petrol and reactive gases. In contrast to discrete automation, motion control is of limited or no importance. Typical end-to-end latencies are 50 ms. User experienced data rates, communication service availability, and connection density vary noticeably between applications. Below we describe one emerging use case (remote control via mobile computational units, see Annex D.3.1) and a contemporary use case (monitoring, see Annex D.3.2).

Note that discrete automation fieldbuses (see Annex D.2) are also used in process automation.

******************End of 6th change******************

******************Start of 7th change******************

D.3.2
Monitoring

The monitoring of states, e.g. the level of the liquid of process reactors, is a paramount task. Due to the ever changing states, measurement data is either pulled or pushed from the sensors in a cyclic manner. Some sensors are more conveniently accessed via wireless links, and monitoring via handheld terminals of these sensors during, e.g., maintenance is also on the rise. This kind of application entails rather modest user experienced data rates (~ 1 Mbps), and since this kind of data is "only" indicator for, e.g., what process should be stopped in order to avoid an overflow, and not for automated control loops, the requirement on communication service availability is comparably low (99,9%). Note that emergency valves and such typically are operated locally and do not rely on communication networks. However, many sensors are deployed in chemical plants etc., so that connection density can readily reach 10 000 km2.

******************End of 7th change******************

