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Abstract: This contribution proposes to add the container use case in TR 22.866 (as identical to TR 22.836 for the description, Pre-conditions, Service Flows, Post Conditions) and to identify the potential new requirements of this use case related to relay.
---------- Use Case template ----------
x.1	Container Use case
[bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101]x.1.1	Description
[bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102]There is no anymore one company in the world that does everything in- house: everyone outsources, offshores, and is a contractor and a subcontractor at the same time. Everybody is integrated in one or many different supply chains, being a local cluster or complex worldwide process.
And it’s the container that keeps the supply chain and the world trade moving on.
Improving container tracking and supply-chain management is a top priority.
Technological innovation is seen as the crucial part of supply-chain management and container tracking by 93% of the executives of this business to increase efficiency, lower costs and improve effectiveness. It is therefore critical for the industry to have a total visibility on the cargo for the whole trip and identify what happen, when and where. This could also trigger contingency plan if necessary.
There are different sizes for containers but most of the containers have standardized sizes allowing them to be carried by boat, trucks or railway:
· either 20 feet (6,058 m) or 40 feet (12,192 m) long
· 8′ (2,438 m) wide
· 8’6” (2,591 m) tall
Most of the containers are closed and “dry freight” containers made from either aluminium or high-grade, non-corrosive and rust-resistant steel. These types of containers present doors on both ends and are mainly used for dry goods.
Beside there are also other types such as open top, refrigerated or reefer (with a power generator - used for shipment of perishable goods like fruits and vegetables), garmentainer (for clothes), tanks, half height (used especially for goods like coal, stones…), car carriers…
The whole duration of life of a container is generally between 10 and 15 years (12 years in average).
The container tracking is an essential part of the supply chain and logistics to make them more efficient. By monitoring and tracking seamlessly the container in near real-time, it allows to provide all the supply chain players and stakeholders a full traceability and to optimize the transport and the storage of containerized goods.
Any event related to a container is quickly notified and is allowing efficient analytics as well as taking related decision such as new sourcing plans if needed.
This use case describes a typical example of containers embarked in a ship and how future 5G System can help support the tracking of these containers in an efficient energy-saving approach.
x.1.2	Pre-conditions
[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103]Each container is equipped with a battery-powered IoT type UE including a 5G communication module and embedding a certain number of sensors able to monitor the internal environment of the container (accelerometer, temperature, humidity) as well as to detect critical events (physical shocks, door opening). Depending on its content and its purpose (nature of the goods transported), the container may as well have dedicated sensors (remote from the UE) such as gas detector, inside temperature (reefer).... The 5G communication module can support terrestrial and satellite access networks.
The battery-powered IoT UE should be able to operate for the entire lifetime of the tracked container (12 years) without large capacity battery packs and without being replaced during this period of time.
Depending on the service level required by the owner of the container and the supply chain associated, the container sends regular status update (could very between one message every hour to one message per day). The status update can be based on event (arrival on port for example). Additionally, based on non desired events such as shocks or door opening, the container can send an alarm to inform of the event. 
A ship can be equipped with a gateway including a 5G communication module that can communicate to satellite access networks when offshore and travelling on the sea or to terrestrial and satellite access networks when on shore.
A container port or container terminal can as well be equipped with gateways including each a 5G communications module to manage the connectivity with all containers.
The size of the data payload containing the status information related to a container can be up to 2500 Bytes (example: a record of 26 bytes generated each 15 minutes and 1 connection per day). This size depends as well as the service level required by the owner of the container and the type of container and the carried goods (reefer with perishable goods for example are providing more data based on various additional sensors than a container with simple objects).
The 5G system is interfaced to an application server (e.g. Container Tracking Management System). At the beginning of each travel, a travel plan is set up for each container (though the UE) by the Container Tracking Management System depending on the level of service required by the customers of the Container Tracking Management System. The travel plan combined with the environment of the container will allow the container UE to be able to take some decisions such as positioning trigger, alerts/alarms set up, geofencing, key dates…
The payload size and the periodicity by the application are defined according to the context expected.
x.1.3	Service Flows
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104]20.000 Containers are on a ship and later on on the dock of the container terminal. In each container, the UE collects the data from both embedded sensors and remote sensors and aggregates it in packets to be forwarded. 
On a cargo vessel, one of the main challenges is that the containers are stocked together in large populations concentrated in limited spaces in very high density and arranged in stacks and about half of the containers are stowed under-deck where the space available for the propagation of the signals is significantly reduced. In addition, during the navigation the ship hold is isolated by a steel hatch cover which strongly limits the propagation of signals inwards and outwards. Moreover, harsh weather conditions can also degrade the performances of radio communications. Therefore, the communication is reduced and not all containers are able to communicate with the cellular network. Overall, the position of a container will vary from travel to travel. In one travel it will be in bad condition to be able to communicate while the next travel it could be in a better situation.
Furthermore, when the ship arrives to port, 20.000 of containers will compete for the same radio frequencies creating a non desirable temporary overload. Therefore, it is more appropriate to adopt efficient strategies to manage and distribute the traffic load in this context. 
To avoid this situation and to be able to communicate their data, the UE of the containers which cannot connect directly to the network are identifying and using others containers’ UE which are better situated as relays thought with single hop or multi-hops to communicate their data depending on their battery usage.
An UE can be identified by several UEs as being able to communicate with the WAN (terrestrial or satellite) and to ultimately route their data. This chain of relays and group of UEs is forming a dynamic and temporary “virtual cluster” where the UE in charge of relaying the data of the other UEs becomes the head of this cluster. In an area with many containers, several virtual clusters can be formed and only the head of the cluster is communicating with the WAN as illustrated by figure 1 and figure 3. All UEs are able to be used as relay. UEs can “join” this virtual cluster as long as they are given permission. They can also “leave” the cluster when selecting another UE to route their data. 
[image: clusters%20containers]
Figure 1: Communication clusters between containers

In a typical case and as average, a chain of relays is likely to be formed of 2 to 3 hops but in case of very dense area of containers stacked combined with very harsh environment, a chain of 9 hops is foreseen as to be the upper maximum to be supported. 
To be able to identify the UE relaying the data and to create these virtual clusters, all UE needs to be able to listen the other UEs in a very low power mode. To be viable, the listening mode should not exceed more than 1% per year of the initial battery capacity of the UE. Typically for a 3,6 V battery with a nominal capacity of 12 Ah, it will represent less than 50 µJ / second.  This should be considered as the maximum usage to be able to have business model viable for the industry.
The UE in charge of the virtual cluster aggregates all data from its members and sends it. The messages are acknowledged.
By doing such a scheme, the battery of each UE is optimized at maximum.
In the case of a gateway is present (either on a ship or in shore in the port/terminal), the gateway is in charge of the cluster and is the ultimate relay to the 5G WAN access network as illustrated by the figure 2.
A cluster formed only by UEs shall be limited in term of capacity to remain efficient. It is foreseen that such cluster should be formed of maximum 4.000 UEs while a cluster managed by a gateway shall be able to support as much as 50.000 UEs.
[image: ]
Figure 2: Communications between containers in a ship
All the communications need to be secured and only UE of containers that are allowed to communicate between them and gateways recognised can be used in a cluster and as relay.
[image: Screen%20Shot%202018-11-02%20at%2012]
Figure 3: Different communication clusters of containers in a container terminal

x.1.4	Post-conditions
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106]All containers have provided their data, with minimal impacts on their battery and they are ready for their next travel(s). The containers that have been used as relays during the trip have statistically the same opportunity to be user of relay during the next trip. Overall, statistically each container is unlikely to be used always as relay for several consecutive trips.
x.1.5	Existing features partly or fully covering the use case functionality
The existing features that are not related to the relay feature to support this use case can be found in the TR 22.836 (Study on Asset Tracking Use Cases).
x.1.6	Potential New Requirements needed to support the use case
Note: The potential new requirements that are not related to the relay feature to support this use case can be found in the TR 22.836 (Study on Asset Tracking Use Cases).

[bookmark: _GoBack]The 5G system shall be able to support the creation of dynamic and temporary virtual relay UEs clusters between UEs where each member of this relay UEs cluster can be a relay for several other UEs members of the cluster and where the UE at the top of a cluster is the last relay for all the other UEs members of this cluster.
The 5G system shall be able to support that a relay UEs cluster is constituted without WAN assistance or WAN authorization.
The 5G system shall allow co-existence of multiple relay UEs clusters in the same area.
The 5G system shall allow that UEs could be members of several virtual relay UEs clusters (However, once a UE has to send a message or relay a message only one relay UEs cluster is used).
The UE of the 5G system shall be able to support that all the mechanisms involved in the constitution of virtual relay UEs clusters (example: listening other UEs) are done in a very low power mode (less than [50] µJ / second). 
The 5G system shall provide mechanisms to automatically and dynamically reorganize the virtual clusters and select the UE temporary at the top of the relay UEs cluster.
The 5G system shall be able to preserve at maximum the duration of life of the UEs by not allowing UE with a too low battery (less than [10] % of its initial battery capacity) to be used as relay.
The UE of the 5G system at the top of a relay UEs cluster shall be able to identify that an other UE in its relay UEs cluster has a message to be sent and to accept to transfer this message and to acknowledge to have transferred the message.
The 5G system shall be able to support that the communication of the message and the respective acknowledgements are transmitted with minimum impact on the battery consumption and to avoid interferences and repetitions.
The 5G system shall be able to support dynamic UE relaying between UEs including multi hop relay ([5] hops average / up to [9] hops).
The 5G system shall be able to support that each Relay UEs cluster without gateway at the top has a capacity of up to 4.000 nodes (UE) and each cluster managed by a static gateway has a capacity of up to 50.000 nodes (UE).
The 5G system shall be able to support that each relay UEs cluster created between UEs or between UEs and a static gateway is uniquely identified by a virtual cluster identifier and only UEs knowing this unique virtual cluster identifier can be allowed to join it.
The UE of the 5G system shall not be specialized and shall be designed to support both relay and WAN connectivity in a dynamic manner.  
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