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5.x
Single-Camera uncompressed Outside Broadcast Contribution 
5.x.1
Description
When working remotely from a broadcasting centre there is a requirement for journalists and cameras crews to contribute audio, video and other data back to a broadcast centre for inclusion in a TV or radio programme. 

This is of a high quality using professional video cameras and other equipment.

It can be used to either feed live pictures or pre-recorded/edited segments of content. As well as audio and video it may be necessary to send data such as location, script information and still pictures via this link.

Uncompressed video is required because compression of the video or audio signal leads to irrecoverable loss of information that may be required later in the production process and may also introduce unwanted artefacts.   Content with a high proportion of movement (e.g a sport feed) may become blocky or unwatchable.  Moreover, compression concatenation (multiple compression in a signal path) can degrade a signal to a point where it becomes un-transmittable. Compression is also likely to add delay in a signal path.
Professional production content for video is delivered in a range of formats and bit rates.  Standard definition (SD) (270 Mbit/s), High definition (HD 1920x1080 pixels (3 Gbit/s)) and Ultra high definition (3840 x2160 pixels (24 Gbit/s)). This should be possible up to a maximum frame rate of 120fps (25fps, 50 fps or 100fps for Europe). In modern production there is a trend for higher resolutions and frame rates with work being undertaken to look at 8K resolutions at frame rates of over 100 fps. For the purpose of this use case we have limited this to the current highest data rate in common use (i.e 4K @ 50 fps).

IETF RFC 4175 describes the rtp payload for uncompressed video and combined with SMPTE 2110 which describes the transport protocols defines how video should be acquired over a network

The signal source may be derived from a single camera or a multi-camera outside broadcast facility co-located with the cameras that gives out an uncompressed video feed. For this user case we are concentrating on a single video source. other user cases will explore using 3GPP for control of multiple cameras or sources without any on site facilities.

It is imperative that audio and video signals remain in sync and do not drift away from each other over time. Accurate time stamping within the transport stream and clocks are required in order to preserve this relationship. Precision Time Protocol (IEEE 1588-2008) is used in state of the art Broadcast Centres to provide this timing information in the SMPTE ST2059 profile. To distribute IEEE 1588-2008 timing messages compliant to the ST2059 profile there is IP multicast support necessary. 

There should be multiple separate bi-directional audio links to enable the user at the remote site to communicate to the broadcast centre separate to the main audio feed. 

Ideally there could also be a reverse (lower quality) video feed to allow the operator in the field to see content from the broadcast centre. 

A resilient signal path is desirable with guaranteed bandwidth and QoS.

On occasion it is necessary for the camera operation to be controlled remotely from the broadcast centre. 

This application for monitoring but does require extremely low round trip latency (<10ms) in order to get accurate control of a remote camera. Functions are usually controlled via a standard protocol and functions include focus, zoom and orientation of the camera.

To interface with existing studio equipment signals should be carries in accordance with the SMPTE ST2110 family of standard. 

On occasion it may be necessary for the contribution to be mobile such as on a moving vehicle with speeds up to 120 MPH (200 kmph) such as on a train.

Typical users would be

	Actor
	Location
	Requirements

	Contributor
	in front of camera
	audio feed from studio, audio feed to studio, vision from studio (optional)

	Camera Operator
	behind camera
	Local control of camera, video feed to studio, audio feed from studio (separate to contributor), video feed from studio (optional)

	Camera operator
	Broadcast centre
	Remote control of camera, monitoring video feed, audio feed from studio

	Engineer
	Broadcast centre
	Receive incoming feed and monitor, routes to TV gallery, audio feed to camera operator and TV Gallery

	Director
	Production Gallery
	Audio and Video feed from contributor, audio feed to contributor, audio feed to camera operator, audio feed to engineer


Figure 5.x.1-1: Typical users and their general requirements.
5.x.2
Pre-conditions

· Video transport signal carried as an IP stream in SMPTE ST2110-20 (compliant to an ST2110-21 wide sender profile)
· Audio transport signal carried as an IP stream in SMPTE ST2110-30 / AES67

· Devices compliant to the AMWA NMOS specifications IS-04 and IS-05 APIs

· AMWA NMOS IS-06 API between broadcast controller and a controller of the 5G infrastructure 

· Suitable signal processing hardware or Facilities to provide a single video feed from multiple sources (OB truck).
· 5G transmission hardware (network interface)
· Signal path to 5G base station or cell
· Suitable connection to network at receive point or broadcast centre
· Ability to uplink content from the broadcast centre to the field an added benefit

· Monitoring tools to identify signal path and quality of Service
5.x.3
Service Flows
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Figure 5.x.3-1: Single source use case.
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Figure 5.x.3-2: Multiple camera single source use case
1. Camera Operator plugs in camera and audio kit network interface

2. if multiple cameras then sets up facilities

3. signal is routed to the network interface (Camera operator or local engineer)

4. establish link between network interface and 5G network (Camera Operator or local engineer)

5. identify available bandwidth (Camera Operator and Engineer)

6. send signal to base station (Camera Operator or local engineer)

7. route signal to broadcast centre (Camera Operator or local engineer)

8. broadcast centre receives and monitors signal (Engineer)

9. broadcast centre sends back 'communications and control signals including clean feed and talk back (usually audio only) but may have compressed video (Engineer)

10. Video signal is routed live to air via production gallery (Director)

5.x.4
Post-conditions

Final production programme output to go to air either via 5G network or other directly connected hand-off.

Content should appear as a SMPTE 2110 signal with NMOS protocols to enable discovery and registration.
5.x.5
Existing features partly or fully covering the use case functionality
Editor’s note: to be defined as previously advised to use old template.
5.1.6
Potential New Requirements needed to support the use case
[PR 5.x.6-001]: Video link bandwidth should be a minimum of 3,2 Gbit/s for HD or 24 Gbit/s for UHD per camera. 
[PR 5.x.6-002]: Audio communication bandwidth should be a minimum of 14 Mbit/s per user to include 6 channels of 96Khz 24 bit audio

[PR 5.x.6-003]: Control communications should be a minimum of 1 Mbit/s per camera
[PR 5.x.6-004]: The 5G system shall allow for seamless handover between multiple cells of the same MNO.

[PR 5.x.6-005]: The 5G system shall allow for service availability of at least 99.999%.

[PR 5.x.6-006]: The 5G system shall deliver a maximum end-to-end latency of 100 ms for programme contribution.
[PR 5.x.6-007]: The 5G system shall deliver a bit error rate of 10^-12 or less to match 10gig ethernet spec used in studio production.
[PR 5.x.6-008]: The 5G system shall be able to transport IPv4 and IPv6 multicast traffic.
[PR 5.x.6-009]: The 5G system shall be able to transport IP-Packets with an MTU of 1500 bytes.
[PR 5.x.6-010]: The 5G system shall deliver a distribution of high-precision time information by the Precision Time Protocol (IEEE 1588-2008) in SMPTE ST2059 profile.
[PR 5.x.6-011]: The 5G system shall allow the pass through of video, audio and ancillary data and be compliant with SMPTE 2110 standards for video transportation over IP networks.
