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Abstract: This contribution provides network performance requirement text as well as detail explanation annex regarding the relationship between communication service availability and network performance KPI, such as reliability. 
Rationale
TR 22.804 defines communication service availability and its performance requirements, which are defined and measured at the logical interface between application and communication system. Communication service availability requirements need to be translated into 3GPP network reliability performance requirements such as packet error ratio (PER).
Proposal
------------------------- START OF PROPOSED CHANGES ----------------------------
------------------------- Start of Change 1 ----------------------------
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------------------------- End of Change 1 ----------------------------




[bookmark: _Toc513744867]------------------------- Start of Change 2----------------------------
3	Definitions, symbols and abbreviations
[bookmark: _Toc513744868]3.1	Definitions
For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [x1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [x1].

packet error ratio (PER): the ratio of PDUs (e.g., IP packets containing sensor updates) that have been received by a source PDU layer (e.g., UE) via the ingress communication service interface in a certain time period  but that are not successfully delivered within a specified deadline by the target PDU layer (e.g., UPF) to the egress communication service interface in the same time period .

NOTE 1: In a 5G system, the packet error ratio may relate to the packet forwarding treatment that a QoS Flow receives edge-to-edge between the UE and the UPF over a PDU Session.
NOTE 2: The packet error ratio (PER) is an estimate of the packet error probability.
NOTE 3: This definition is based on [x4].

packet error probability: the probability that a PDU (e.g., IP packet containing a sensor update) that has been received by a source PDU layer (e.g., UE) via the ingress communication service interface is not successfully delivered within a specified deadline by the target PDU layer (e.g., UPF) to the egress communication service interface.
NOTE 4: The packet error probability  is the expected value of the packet error ratio (PER), i.e.,


communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.
NOTE 5: The end point in "end-to-end" is assumed to be the communication service interface.
NOTE 6: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.
NOTE 7: This definition was taken from clause 3.1 in [x3].


------------------------- End of Change 2 ----------------------------
------------------------- Start of Change 3 ----------------------------
[bookmark: _Toc522835483]5	Network performance requirements

[bookmark: _Toc522835486]5.X  Network performance consideration for Communication Service Availability

Communication Service Availability is considered as important service performance requirement for cyber physical application, especially for the applications with deterministic traffic. Although the communication service availability can’t be directly measured by the network, communication service availability requirement is the combination of latency, survival time and reliability requirement for 5G system, because the system is considered unavailable to the cyber physical application when an expected message is not received (e.g. transfer time is bigger than the maximum transfer latency) by the application after application’s survival time expires. 

A example of the relationship between network reliability, survive time configuration and communication service availability of logical link is illustrated in the following table x and annex X.


Table 2 example of relationship between packet error probability and communication service availability when survival time is one transfer cycle.

	Communication service
availability


	Packet error probability 


	 Reliability 
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------------------------- End of Change 3 ----------------------------

------------------------- Start of Change  4 ----------------------------
Annex X. Communication service availability, packet error ratio and survival time
(Informative) 
X.1	Relationship between communication service availability, packet error ratio and survival time under assumption of independent packet errors
Note: The formula and KPIs listed in this section assume an ideal 5G system which is always up and running (i.e., no power outages, no system failures, etc.).
Figure 1 shows a sequence of transmissions over a logical link for a cyclic, distributed automation application (e.g., the link between a sensor and a motion controller). Periodic communication over the logical link is represented by a sequence of ticks (vertical lines). Each tick represents the point in time at which the target application (e.g., motion controller) expects to receive data (e.g., a sensor update) in each application cycle. A black tick denotes successful reception, whereas a white tick denotes a packet error or packet loss. For simplicity, packet errors and packet losses are not distinguished and simply referred to as packet errors. Red squares represent the periods of time during which the target application is not receiving data over the logical link due to packet errors (i.e., the packet was not correctly delivered within the deadline). Blue squares represent the periods of time during which the communication service is considered unavailable by the target application.
[image: ]
[bookmark: _Ref514150918]Figure 1. Consecutive packet errors on a logical link. Starting from the left side, the communication service is available until an error burst longer than the survival time () occurs after a duration  (Time To Failure 1). The communication service remains unavailable for a duration  (Time To Recovery 1), until the first successful packet is received. And so on for , , etc.
A failure of the communication service occurs whenever  consecutive packet errors occur on the logical link, where  is the period of the application cycle;  is the largest integer that is smaller than or equal to . A packet refers to a Protocol Data Unit (PDU) at the reference interface between application and communication system, e.g., an IP packet or an Ethernet frame. Here, an application message is assumed to fit into a PDU (i.e., messages are not fragmented). The communication service is “up” (i.e., fully restored) as soon as the first packet is correctly delivered after a failure. A survival time  is assumed in Figure 1 (i.e., ). Thus, one isolated packet error and even up to 2 consecutive packet errors can be “survived” without problems by the target application. However, whenever 3 or more consecutive packet errors occur, the target application declares the communication service unavailable until the next packet is correctly received. In other words, the communication service failed.
Assuming packet errors occur independently with probability , the communication service availability  of a logical link is given by (see Clause X.2 for proof)
,
where  is the number of consecutive packet errors that need to occur for the target application (e.g., motion controller) to declare the communication service unavailable.
Table 1 lists the values of  that lead to a communication service unavailability  for different values of . The longer the survival time  (i.e., larger ), the more relaxed becomes the packet error probability requirement.
[bookmark: _Ref517702261]Table 1. Required packet error probability () for  ()
	
	
	

	
	
	

	
	
	

	
	
	



Table 2 shows the relationship between packet error probability and communication service availability for .
[bookmark: _Ref517700827]Table 2. Communication service availability for 
	Packet error probability


	 Packet delivery probability
(3GPP reliability as defined in TS 22.261)

	Communication service unavailability
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X.2	Derivation of relationship between communication service availability, packet error ratio and survival time
Note: The formula and KPIs listed in this section assume an ideal 5G system which is always up and running (i.e., no power outage, no system failures, etc.).
Note: The mean time between link failures () in this section quantifies the communication service reliability (see subclause 3.1 and Annex C.2.2) under the assumption of independent packet errors.
The availability  of a logical link (i.e., communication service availability) can be computed as follows (see, e.g., [x5])

where  is the mean time between link failures and  is the mean time to link recovery (expressed here, for simplicity, as the number of cycles instead of regular time units).
A link failure (failure of the communication service) occurs whenever  consecutive packet errors occur on the logical link, where  is the period of the application cycle. A link recovery (recovery of the communication service) occurs when the first packet is correctly delivered after a failure.
Let  denote the “time between link failures”. The mean time between link failures  is related to the link reliability function  (i.e., probability that there is no link failure in  cycles) as follows

Assuming independent packet errors with error probability , the link reliability function  obeys the following recursion

For arbitrary ,

Taking the sum for  on both sides,

Using the fact that ,

Thus,

Similarly, let  denote the “time to link recovery”. In the absence of any active recovery measures, the mean time to link recovery  is related to the probability  (i.e., probability that there is no link recovery in  cycles) as follows

where we have used the fact that  for , given the assumption of independent packet errors.
Combining  and ,

Thus, the packet error ratio () requirement can be obtained from the communication service availability () requirement as follows

Note: The above inequality establishes an upper bound for the packet error ratio , as indicated by the “” operator. In reality, the assumption of independent packet errors may not hold, in which case  will have to be significantly smaller than this upper bound.

------------------------- End of Change 3 ----------------------------
------------------------- END OF PROPOSED CHANGES ----------------------------
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