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3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

5G
Fifth Generation

AC
Alternating Current

AGV
Automated Guided Vehicle

AR
Augmented Reality

A/V
Audio/Video

C2C
Control-to-Control 

CAN
Controller Area Network

CCTV
Closed Circuit Television 

CRC
Cyclic Redundancy Check

DL
Down Link

DMS
Distribution Management System

DP
Differential Protection

DSO
Distribution System Operator

DTU
Distribution Termination Units
EAP
Extensible Authentication Protocol

ECU
Engine Control Unit

EMS
Energy Management System

ERP
Enterprise Resource Planning 

FIFO
First in, First out

FR
Foundational Requirement

GoA
Grade of Automation

GNSS
Global Navigation Satellite System
HD
High definition

HGV
Heavy Good Vehicle

HMI
Human-Machine Interface

HVAC
High-Voltage Alternating Current

HVDC
High-Voltage Direct Current
IEC
International Electrotechnical Commission

IEEE
Institute of Electrical and Electronics Engineers

IEM
In-Ear Monitor

INV
Inverter, electronic power converter, with co-located communications and data processing unit

IOPS
Isolated E-UTRAN Operation for Public Safety

IoT
Internet of Things

IPsec
IP Security

IT
Information Technology

LAA
Licensed-Assisted Access

LOS
Line of Sight

µDC
Micro Data Centre 

MEC
Multi-Access Edge Computing

MES
Manufacturing Execution System

ML
Machine Learning

MNO
Mobile Network Operator

MPSC
Manufactured Product as a Smart Client

MTTC
Mass Transit Train Control

OT
Operational Technology

OTT
Over the Top

PA
Public Address

PDU
Protocol Data Unit

PER
Packet Error Ratio

PLC
Programmable Logic Controller

PMSE
Programme Making and Special Events

PMU
Phasor Measurement Unit 
PS
Power Station

PTP
Precision Time Protocol

RE
Requirement Enhancement

RES
Renewable Energy Sources

SCADA
Supervisory Control and Data Acquisition

SL
Security Level

SR
Security Requirement

TSO
Transmission System Operator

UL
Up Link

VLAN
Virtual LAN

VR
Virtual Reality

WSN
Wireless Sensor Network

WWAN
Wireless Wide Area Network
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5.6.1.3
Application areas in (future) electric-power distribution

The areas identified in Clause 5.6.1.2 can be briefly characterised as follows:

Primary frequency control with up to 100% RES: The focus of this application area is on the instant monitoring and control of the frequency in the grid. In frequency control, the grid can be a long-distance transmission network covering countries or large parts there-of, or short-distance distribution networks connecting local consumers and distributed producers of energy. Primary frequency control ensures that a swift response on frequency variations is provided, while it may not lead to returning the measured frequency to the nominal, exact target value (e.g., 50 Hz in Europe). Typically, primary frequency control uses decentralised or distributed control architectures allowing taking corrective actions swiftly on a local level. 

Secondary frequency control with up to 100% RES: The focus of this application area is the second, less time-critical correction of the frequency in the grid. Again, the grid can be a long-distance transmission network covering countries or large parts there-of, or short-distance distribution networks connecting local consumers and distributed producers of energy. Secondary frequency control ensures that an accurate and lasting response on frequency variations is provided, and its goal is to return the measured frequency to the nominal, exact target value (e.g., 50 Hz in Europe). Typically, secondary frequency control uses centralised control architectures, allowing frequency control units to take corrective actions across all parts of the controlled power network. 

Distributed voltage control with up to 100% RES: The focus of this application area is monitoring and control of the voltage levels in distribution networks. Sensors located close to the electric inverters in the local grid measure the impedance on the grid and forward these values to a voltage control unit co-located with a secondary substation automation unit. The control unit analyses the impedance values and determines the need for corrective actions. The correction action is a target impedance value that is sent to the electric inverters so that additional energy can be injected into the grid, or electric inverters may throttle the energy added by power plants or storage systems. 

Other application areas are differential protection, fault location, isolation, and service restauration.

A high-level overview of the communication links is provided in Figure 5.6.1.3-1. 
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Figure 5.6.1.3‑1: Communication Links in Future Energy Networks with up to 100% RES
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5.6.4
Power distribution grid fault and outage management: distributed automated switching for isolation and service restoration for overhead lines

5.6.4.1 
Description

A power distribution grid fault is a stressful situation for operators in the control centre. During the fault period, they have to perform a lot of tasks in order to restore power to the "healthy" section of the distribution grid as quick as possible. Among other activities, they will:

-
collect and analyse grid status information;

-
identify faulty grid sections;

-
infer appropriate measures;

-
isolate the fault;

-
restore service;

-
inform service crews;

-
coordinate service crew operation;

-
restore normal grid configuration after the fault has been repaired.

In case disruptions affect a larger area―for example, during bad weather―the level of stress further increases, because several outages may occur at the same time. There are self-healing solutions for automated switching, fault isolation and, service restoration. These solutions help avoiding these stressful situations and allow operating personnel to concentrate on repair work and service crew coordination. Furthermore, these solutions are ideally suited to handle outages that affect critical power consumers, such as industrial plants or data centres. In these cases, supply interruptions must be fixed within less than a second, and manual outage handling in a control centre usually fails to achieve such short restoration time. Automated solutions are able to restore power supply within a few hundred milliseconds.
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Figure 5.6.4.1-1: Depiction of a distribution ring and a failure (flash of lighting) 

GOOSE: Generic Object-Oriented Substation Event; NOP: normal open point.

The FLISR (Fault Location, Isolation & Service Restoration) solution consists of switch controller devices which are especially designed for feeder automation applications that support the self-healing of power distribution grids with overhead lines. They serve as control units for reclosers and disconnectors in overhead line distribution grids.

The system is designed for using fully distributed, independent automated devices. The self-healing logic resides in each individual feeder automation controller located at the poles in the feeder level. Each feeder section has a controller device with a programmable logic controller (PLC). The PLC can be configured by the utility by help of a graphical engineering tool. Using peer-to-peer communication among the controller devices, the system operates autonomously without the need of a regional controller or control centre. However, all self-healing steps carried out will be reported immediately to the control centre to keep the grid status up-to-date.

Modern communication systems primarily use the international IEC 61850 standard to support this distributed application. The IEC 61850 standard provides the required flexibility and interactivity for the implementation of self-healing functions. Peer-to-peer communication via IEC 61850 GOOSE (Generic Object Oriented Substation Event) message provides analogue and binary data as fast as possible. Each controller unit has its own comprehensive programmable logic designed by the sequence editor of the graphical engineering tool to configure the automation functionality according to the feeder layout. The controllers conduct self-healing of the distribution line in typically 500 ms by isolating the faults.

A distributed solution offers several benefits:

-
cost-efficient and future-proof solution for automatic and high speed fault location and service restoration;

-
flexible solution supporting central and distributed configurations;

-
easy configuration and maintenance with graphical tools;

-
automated switching procedure to return to normal operation – no manual intervention required;

-
SCADA system connectivity to self-healing solution for monitoring and control purposes;

-
improvement of distribution grid reliability indicators by reduction of outages;

-
prevention of penalties and secure power supply for critical loads like hospitals and data centres;

-
all logic resides on the distributed controllers; no central control entity needed.

There are 5 … 20 controller units per feeder ring. The geographical dimension of feeders is usually up to several km2.

The peer-to-peer protection communication between controller units is done via IEC 61850 GOOSE messages. GOOSE is basically carried in Layer 2 multicast messages. Although GOOSE Layer 3 (IP) transport has been already specified by IEC 61850, it is currently not widely used. GOOSE messages are sent periodically (with changing interval time) and are not acknowledged. The GOOSE messages are sent by each controller to all other controllers or a number of controllers of the same feeder. The end-to-end latency requirement is less than 5 ms. The bit rate is low (from less than 1 kb/s to several kb/s per controller) in steady state. GOOSE bursts do occur, especially during fault situations (with bit rates up to 1.5 Mb/s per controller). GOOSE messages are sent by a number of controllers or all controller units of the feeder nearly at the same point in time during the fault location, isolation and service restoration procedure. 

The control communication between the controller units and the control centre runs via IEC 61850 MMS, IEC 60870-5-104 or DNP3 messages. These are TCP/IP based messages. The end-to-end latency requirement is less than 500 msec (round-robin time).

Configuration, supervision and firmware upgrade of the controller units is performed via the mobile network from the control centre. This is TCP/IP based communication. The latency requirement is less than 500 ms (round-robin time).

The peer-to-peer protection communication between controller units with IEC 61850 Layer 2 GOOSE messages is usually not encrypted by the devices for performance reasons but authenticated and integrity protected (IEC 62351-6). The control communication between the controller units and the control centre is usually encrypted, authenticated and integrity protected (IEC 61850 MMS according to IEC 62351-4 and IEC 62351-6, IEC 60870-5-104, DNP3 according to IEC 62351-3 and IEC 62351-5). 

There is a certificate and key management which is based on a public key infrastructure (PKI), according to IEC 62351-9. The security servers are usually located on the control centre side and the certificate and key enrolment towards the controller units runs via the mobile network. 
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5.6.5
Smart Grid: synchronicity between the entities

5.6.5.1
Description

In electric power distribution, phasor measurement units (PMUs) are deployed along the power line. The PMUs are used for real-time measurement and monitoring of frequency/voltage/power to reflect the state of the system. When a fault happens, the power line generates two voltage waves at the fault location in two directions along the power line. Two PMUs, on both sides of the fault location, detect the waves by the change of frequency/voltage/power and record the time of receiving the wave. Both PMUs report the time to the server. The server can then calculate the fault location according to the time difference of wave detection at the two PMUs. Thus, the measurement time of the samples produced by PMUs along the same power line needs to be highly synchronised; otherwise the calculation of fault location is imprecise.

In current PMU solutions, time synchronisation is achieved by time-stamping the measured synchro-phasor values. For this purpose, high-precision time sources, e.g. GNSS clocks are used at PMU locations. Based on this procedure, there are currently no specific requirements on clock synchronisation of the communication network.
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Figure 5.6.5.1-1: PMU measurement in smart grid
5.6.5.2
Preconditions

All PMUs are switched on and connected to the 5G system. A UE is integrated into the PMU. A fault of the power line occurs in some location and generates two voltage waves in two directions along the power line.
5.6.5.3
Service flows

1)
Changes in electricity frequency/voltage/power is detected by (some) PMUs along the power line. 
2)
All PMUs send their measurements (the change of the frequency/voltage/power and the corresponding time) to the server. The PMU clocks should be synchronised with each other in the order of 1μs or below so that the timestamp for the measurements is accurate and reliable.
3)
The server analyses the information provided by the PMUs and determines the fault location. 


5.6.5.4
Post-conditions

The server can inform the fault location to the reparation team.

5.6.5.5
Challenges to the 5G system

Special challenge to the 5G system associated with this use case includes the following aspects:

1)
Very stringent requirements on clock synchronicity between different PMUs. 
5.6.5.6
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Electric Power Distribution 4.1
	The 5G system shall support a very high clock synchronicity between a communication group of up to 100 UEs in the order of 1 µs or below.
	T
	

	Electric Power Distribution 4.2
	The 5G system shall support a non-cyclic data communication service with end-to-end latency < 10 ms.
	T
	

	Electric Power Distribution 4.3
	The 5G system shall support communication service availability exceeding at least 99,9999%.
	T
	


5.6.6
Application of differential protection in distribution grids
5.6.6.1
Description

As the number of distributed power plants connecting to the electrical grid increases worldwide, the fault characteristics of power distribution grids has changed. Traditional methods cannot fully meet the new fault location and isolation needs. Differential protection (DP) has been widely used in HVAC systems and can meet these needs in distribution grids. DP has the following advantages: simple principle, high reliability, precise selection. 

The working principle of DP is as follows. Several distribution termination units (DTUs) compose the protection zone of DP. All DTUs exchange their current values with neighbour DTUs in a strictly cyclic pattern. A timestamp is associated with each current value, and the time stamp indicates when the current value was sampled. If a fault occurs outside the protection zone, the differential current among all DTUs is almost zero. If the fault occurs inside the protection zone, the differential current exceeds a threshold, protection is released, and the circuit breaker cuts off the circuit. By so doing the fault is isolated. Synchronisation of the DTU measurement with the voltage phase is very important.

As illustrated in Figure 5.6.6.1-1, all DTUs (e.g., DTU-1, DTU-2, DTU-3) are synchronised with neighbouring DTUs in the distribution grid with a precission of 10 µs to ensure that the current value was sampled at the same time. The DTU samples the current 24 times within each 20 ms so that a transfer interval of 0,833 ms is required to exchange the sampled information. Th e exchange of measurement samples is done in a strictly cyclic and deterministic manner. The messages, containing sampled current values, voltage values and so on, are transmitted from a DTU to its neighbouring DTUs with an end-to-end latency of less than 15 ms. The message size is approximately 250 bytes according to IEC 61850, resulting in a service data rate of at least 2 Mbit/s. 

Nowadays, DP can be implemented based on cable transmission characterised by high operation and maintenance efforts and high deployment cost. But in distribution networks, a great quantity of stations is needed to achieve wide coverage, so it is not appropriate to implement the established version of DP. 
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Figure 5.6.6.1-1: DP implementation in distribution grid

5.6.6.2
Preconditions

DTU-1, DTU-2 and DTU-3 (see Figure 5.6.6.1-1) are deployed and switched on in the distribution grid. The DTUs sample the current values according to a pre-defined period. 

5.6.6.3
Service flow

1)
DTU-2 sends its sampled current value to DTU-1 and DTU-3 in a periodic pattern. 

2)
DTU-2 receives the sampled current values from DTU-1 and DTU-3 in a periodic pattern. 

3)
DTU-2 calculates the difference between the current values simultaneously sampled by DTU-1 and DTU-2. 

The difference value between DTU-1 and DTU-2 exceeds a threshold; DTU-2 shuts down the circuit between DTU​1 and DTU-2.

DTU-2 calculates the difference between the current value simultaneously sampled by DTU-3 and DTU-2. 

The difference value between DTU-3 and DTU-2 does not exceed the threshold; no further actions are triggered by DTU-2.

DTU-1 and DTU-3 carry out the same procedure as DTU-2. 

5.6.6.4
Post-conditions
The fault between DTU-1 and DTU-2 is isolated in due time. 

5.6.6.5
Challenges to 5G system
Special challenges to the 5G system associated with this use case include the following aspects:

-
Stringent requirements on end-to-end latency and jitter.

5.6.6.6
Potential requirements

	Reference number
	Requirement
	Application/Transport

	Electric Power Distribution 5.1
	The 5G system shall support a peer-to-peer data communication service with cycle times in the order of 0,8 ms (note).
	A

	Electric Power Distribution 5.2
	The 5G system shall support a peer-to-peer data communication service with payload sizes of about 250 byte (note). 
	T

	Electric Power Distribution 5.3
	The 5G system shall support an end-to-end latency of less than 15 ms (note). 
	T

	Electric Power Distribution 5.4
	The 5G system shall support a peer-to-peer data communication service with a jitter of less than 50% cycle time (note).
	T

	NOTE: peer-to-peer means DTU to another DTU.


5.6.7
Smart Grid : Millisecond-level precise load control

5.6 7.1
Description
Precise load control is an important basic application for power-distribution grids. When critical HVDC (high-voltage direct current) transmission faults happen, millisecond-level precise load control is used to quickly remove interruptible less-important loads, such as electric vehicle charging and non-continuous production power supplies in factories. 

Millisecond-level precise load control includes a control primary station and load control terminals. Load information (e.g., total amount of interruptible load, load shedding control commands) is communicated between the control primary station and the load control terminals. 

Millisecond-level precise load control system poses ultra-low end-to-end latency requirements on the communication network. From the beginning of the fault information collection to the successful removal of loads, the end-to-end latency of the 5G network is less than 50 ms. 
For security reasons, precise load control is a service in the production area of the power grid. It must be completely isolated from services in management areas.
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Figure 5.7.1-1: Millisecond-Level Precise Load Control 

5.6 7.2 Preconditions
All load control terminals are switched on and connected to the 5G system. The load control terminals include a UE each. 

5.6.7.3 Service flows
1)
The load control terminals report the total amount of interruptible load.

2)
A test instrument simulates the HVDC transmission fault and the control primary station receives the fault analyses. 

3)
The control primary station decides to shed interruptible load and sends load shedding control commands to the corresponding load control terminals.

4)
Load shedding is successfully excecuted.

5)
Load control terminals report the results to the control primary station.

5.6.7.4
Post-conditions

The successful shedding of interruptible less-important loads, and HVDC transmission fault is cleared.
5.6.7.5
Challenges to the 5G system

Special challenge to the 5G system associated with this use case includes the following aspects:

-
ultra-low end-to-end latency: milliseconds;

-
strong isolation: precise load control is a service in the production area of the power distribution grid; its communication must be completely isolated from that of other services;

-
high communication service availability: 99,9999 %.

5.6.7.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Electric Power Distribution

6.1
	The 5G system shall support transmission of load control commands with an end-to-end latency of less than 50 ms.
	T
	

	Electric Power Distribution

6.2
	The 5G system shall support mechanism for isolating communication services in power grid: communication services in the production area of the power grid must be completely isolated from communication services in management areas.
	T
	

	Electric Power Distribution

6.3
	The 5G system shall support communication service availability exceeding 99,9999%.
	T
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