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Abstract: 
In recent years, mobile games especially AR/VR enabled games are becoming more and more popular which becomes an important use case for 5G system.  This contribution introduces one new case for interactive services i.e. cloud rendering for games.  Conventional mobile games which doesn’t require rendering can be supported by mobile devices without high-end computing capability.  However, due to the introduction of AR/VR to mobile games, the computing overhead to the mobile games are more and more severe.  One practical and efficient way is to perform rending in cloud side and the use device for mobile games doesn’t have to suffer from the computing overhead.  To do this, 5GS needs to provide real-time interactive for use device and the cloud side.  For uplink direction, the use device needs to send the collected sensor information to the cloud side and then in the downlink direction, the cloud side needs to send the multimedia data after rendering to the end device for displaying.  For this use case, it can be foreseen that the bandwidth and latency requirements in both uplink and downlink directions need to be met in order to ensure use experiences.
In the following sections, we provide text proposal for this use case to TR 22.842 as follows. Since the skeleton is not available yet, we use X.X assuming as the index of the new added section.
---------- Use Case template ----------
X.X
Cloud Rendering for Mobile Games

X.X.1
Description

The use device for mobile gaming can be a normal smart phone or AR/VR devices.  When playing the game, the sensors within the devices produces some data which is needed to perform rendering computing.  For cloud rending use case, the user device doesn’t perform rendering computing, instead, it sends the sensor data in uplink direction to the cloud side in a real time manner.  When the cloud side receives the sensor data, it performs rendering computing and produce the multimedia data and then send back to the user devices for display.
The following Figure 1. Shows the general idea of this use case.  Please be noted that this figure is only used to illustrate how cloud rendering for mobile games works and the major impacts to 3GPP is whether and how 5GS can be used to transport the uplink sensor information and downlink rendered multimedia data to display.
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In order to reduce the latency, MEC can be enabled for the cloud side.  To achieve this purpose, NEF may be enhanced to support network capability exposure to the cloud render server as an AF.  
X.X.1.1
Pre-conditions

The following are pre-conditions for this use case:

· The end user device has a subscription for 5GS if it is a cellular capable device.

· If the end user device is not a cellular capable device, it can connect to cloud server via 5GS with a CPE.
· AR/VR cloud server is implemented as MEC entity.
· 5GS support network capability exposer to the cloud rendering server as an AF (Application Function).
X.X.1.2
Service Flows

The following describes the sequence of events:

1. The game player turns on the use device and start to play the game.  The app of the mobile game has hand-shake with the server side so that end-to-end transportation path of the game related data are established.

2. The sensor data are produced within the use device and these data are sent to the cloud render server via 5GS in uplink direction.

3. The cloud rendering server perform rendering and produce multimedia data.

4. Multimedia data are send to the use device in downlink direction.

5. The end use device performs multimedia decoding and then display audio and video.
6. Start with step 2 until the games exit.
X.X.1.3
Post-conditions

When game is over, the use device releases the transport connection with the cloud side. 
X.X.1.4
Potential Impacts or Interactions with Existing Services/Features

Transportation of uplink sensor data and downlink multimedia data has stringent requirements on packet delay and bandwidth.  When AR/VR devices are more and more powerful, they may produce more and more bandwidth demanding and delay critical traffic.
X.X.1.5   Gap analysis
Cloud gaming is extremely delay and bandwidth sensitive because there is no buffer for the video frame and any latency or delay will cause discontinuous frame or bad gaming experience.  To provide perfect user experiences for AR/VR, the frame interval is becoming more and more smaller.   For example, current mainstream FPS (First Person Short) game requires 60 frames per second, which means frame interval is 16.67ms.  Taking out the delay for rendering and encoding/decoding processing, the round trip time (RTT) delay over 5GS should be less than 5ms.  Another example is that for MOBA（Multiplayer Online Battle Arena）game which requires 20ms delay bound which is loosen than FPS game.  For all these games need rendering in cloud side, assured bandwidth requirement very critical as there is no buffering or retransmission mechanism for real time rendering which is quite different from streaming games. The means peak or average bandwidth is not sufficient for cloud gaming.  Meanwhile, For video rendering, 0.1% packet loss will downgrade MOS by 10% thus packet loss rate should be very low. An example required RTT, assured band with and maximum packet loss rate is provided as follows.
	Game Type
	Allowed RTT
	Assured bandwidth
	Maximum Packet Loss Rate

	FPS game
	5ms (99.99%)
	1080p 60FPS

200Mbps

(99.99%)
	4K 60FPS

1Gbps

(99.99%)
	360 degree Gaming or VR 5Gbps

(99.99%)
	10E-5



	
	
	
	
	
	

	MOBA game
	20ms (99.99%)
	1080p 60FPS

200Mbps

(99.99%)
	4K 60FPS

1Gbps

(99.99%)
	360 degree Gaming or VR 

5 Gbps

(99.99%)
	10E-4


Note: For 360 degree gaming or VR, it can be 8K with 60 or 90 FPS.  Thus an estimated bandwidth is 5Gbps.  The required data rate can be reduced e.g. by using compression/decompression but meanwhile user device need to support decompression.
X.X.1.6 
[Potential] Requirements

1. 
2. The 3GPP system need to provide the assured bandwidth up to [1-5] Gbps with round trip time lower than [5] ms and packet loss rate over than [1-10E-5].
Note1: The required data rate can be reduced e.g. by using compression/decompression but meanwhile user device need to support decompression thus the value of Z is larger than 1 and can be less than 5. 
Note 2： The above KPI should be ensured with 99% confidential level and is estimated for most latency and bandwidth demanding game i.e. FPS (first person shot)-like games. 
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