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---Start of the 1st Change---
5.3.4.1
Description

In this use case, not all sensors and actuators in a motion control system are connected using a 5G system. Instead, a single motion control system could integrate components of a wire-bound Industrial Ethernet system and components of a 5G system. Therefore the 5G system must support the seamless integration and interplay with Industrial Ethernet.
In addition, this motion control system is supported by a management/operation system residing in a remote site. The 5G system must support necessary communication across multiple sites connected over public PLMN(s).
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Figure 5.3.4.1-1: Example for an industrial Ethernet network including 5G links for motion control

---Start of the 2nd Change---
5.3.4.4
Post-conditions

The components controlled by the motion control system move/rotate as requested by the motion controller.
The log of this control is sent to the management/operation system residing in a remote site.
---Start of the 3rd Change---
5.3.4.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

Seamless integration with (Industrial) Ethernet systems.

Support of certain mechanisms of the IEEE 802.1 protocol family, including IEEE 802.1Qbv (time-aware scheduling) and IEEE 802.1Q (VLANs).

Support of time synchronisation based on IEEE 1588.
Support of inter-site Ethernet communication.
---Start of the 4th Change---
5.3.4.6
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 4.1
	The 5G system shall support the basic Ethernet Layer-2 bridge functions as bridge learning and broadcast handling.
	T
	

	Factories of the Future 4.2
	The 5G system shall support and be aware of VLANs (IEEE 802.1Q) 
	T
	

	Factories of the Future 4.3
	The 5G system shall support the expedited processing and transmission of IEEE1588 / Precise Time Protocol messages
	T
	

	Factories of the Future 4.4
	The 5G system shall support IEEE 802.1Qbv (time-aware scheduling)
	T
	

	Factories of the Future 4.5
	The 5G system shall be able to support an Ethernet transport service between type-a networks hosted by public PLMN(s).
	T
	


---Start of the 5th Change---
5.7.5.1 
Description

This use case covers the dynamic setup of communication services with different service requirements for different users or stakeholders in a communication network of a wind farm. Users or stakeholders are wind power plant operators, grid operators, maintenance personnel, transport services such as helicopters and ships, remote service centres, etc. This use case focuses on wind power plant communication networks. A particular focus is on offshore wind farms due to more difficult physical access to these remote installations.

The objective of the use case is to provide customised access for different stakeholders to the communication network in a wind power plant. In particular, this use case addresses the configuration of network devices in the wind power plant communication network. The goal of this configuration is to enable network management, monitoring of wind turbines, surveillance (audio and video), and various other value-added services. For this purpose, QoS tailored to the applications and, as well as tenant-based access management, need to be ensured. The communication flows triggered by the different tenants need to be isolated from each other. 
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Figure 5.7.5.1-1: Example of a communication network for a wind power plant.

A wind power plant or wind farm consists of many, up to several hundred wind turbines. 

Figure 5.7.5.1-1 shows the exemplary structure of a wind power plant communication network. The wind power plant communication network is deployed as a type-a 5G network or a set of type-a networks. It has to support deterministic communication services with demanding vertical requirements as well as industrial communication standards from the vertical domain. The network is used by internal, local supervisory control and data acquisition (SCADA), SCADA servers, turbine switches, and turbine servers. The power plant communication network offers external interfaces for remote services such as maintenance access, energy regulation, and grid response. The physical communication network contains mainly wired fibre links, but radio links are also used in some deployments. Examples for the usage of radio links are access to difficult-to-reach areas, to moving parts (rotor blades), and for temporary setups. 

Furthermore, each wind turbine has a local wind turbine controller for autonomous and local control of the wind turbine. These are connected to the wind power plant communication network, but they do not rely on continuous connectivity through the wind power plant communication network since these controllers can operate autonomously if so required. 

The local control centre system (SCADA) is part of the wind power plant communication network and is located at the network edge. This means that the devices with their network interfaces are part of the wind power plant communication network. The local control centre provides a network interface to external, wide area networks that can be used by a remote service centre, which might be another type-a network. The local control centre might be in a geographic location that is difficult to reach. For instance, the local control centre might be close to the actual off-shore wind farm at sea, many sea miles away from the shore. 

SCADA systems are the main monitoring and management component in a wind power plant. They are utilised for data collection and analytics, as well as for the remote maintenance and control of wind turbines. SCADA helps operators with interpreting how well the wind turbines are working and with scheduling power production and similar activities. Moreover, SCADA is often coupled with additional data analytics and asset management software in order to gain an overview of core business processes, performance of the wind power plant, and storing and handling of client and customer information. 

Typical SCADA applications in a wind farm are 

-
management of wind turbine equipment;

-
control applications for controlling the wind turbine operation;

-
surveillance applications carrying remote video/audio data used for supervising the area in and around the turbine. This includes video and audio, which is very helpful for remote support of technicians in off-shore turbines. For instance, the video feed is used to visually check that the rotors and the landing pad of an offshore wind turbine are in a safe state prior to hoisting technicians by helicopter. It’s also used to visually capture the helicopter during the hoist situation; 

-
monitoring of parameters of the wind turbine (collection of sensor information). This includes reports about power production.

The converged management, monitoring, surveillance, and control applications all transmit over the same physical communication network. The management, monitoring, control, and surveillance applications typically have different functional scopes and different QoS requirements. Field-level control traffic typically requires real-time guarantees in terms of end-to-end latency, jitter (timeliness), and capacity (data throughput). 

Examples of SCADA control applications requiring strict end-to-end latency bounds and reliable delivery are grid regulation signalling and transmission of grid protection signals. Although most individual actuators in a wind turbine are controlled autonomously by a local turbine controller, the SCADA might override the local configuration in order to globally optimise production or to enforce production limits. Therefore, SCADA will also apply blade pitch angle configurations, modifications to generator speed, yaw rotation actions or enabling/disabling of individual turbines or whole wind power plants based on the production limit thresholds. 

Remote video surveillance, on the other hand, might have relaxed requirements in terms of end-to-end delay, but it requires a relatively high bandwidth (capacity, data throughput). 

Specific security and isolation network properties need to be in place, since not all stakeholders of the wind farm should be allowed to access the local sensor, monitoring, and surveillance data. Temporary, restricted access to the local sensor, monitoring, and surveillance data needs to be granted to external stakeholders such as the helicopter company.

Furthermore, some wind turbine sensors (e.g., wind speed and direction) might transmit information where delayed arrival of packets—or even the loss of some packets over a small number of sample measurements—might be acceptable. However, other sensor information, such as the temperature input for determining thermal stability extremes or high vibration level alarms, might require immediate action and thus timely and dependable communication. A state-of-the-art wind turbine may host up to 3000 sensors, which provide input to local turbine controllers. The turbine controllers often host multiple data pre-processing modules, all communicating back to the central SCADA. Each of these communication flows typically comes with its own QoS. Due to regulation, reporting on power production has specific requirements on the application and the communication.

Managing large wind power plants also means managing a large number of wind turbines and an ever-growing number of locally hosted applications and data sources. This results in the need for dynamic connectivity and large bandwidths. Current wind power plants may consist of up to 650 wind turbines on-shore and up to 200 wind turbines off-shore.

The introduction of new services with added value services will require application-specific network configurations to reflect the stakeholder’s access rights and communication requirements. Examples for such services are as follows.

-
Active and proactive power production—in accordance with a dynamic electricity market—will require the flexible management of distributed energy resources and energy storage capacities based on the per-minute saturation of the energy market and the related pricing model.

-
External stakeholders, such as grid operators or maintenance and support personnel, require insight into the capabilities and (diagnostic) information of the wind power plant in order to utilise its capabilities (e.g., reaction to grid errors, production and consumption of reactive energy when there is little wind, etc.) and to perform monitoring, maintenance, and repairs. 

-
The deployment of data mining and remote pattern matching techniques for early fault recognition and identification of irregularities will result in a wide range of additional scenarios, requiring automated setups and configuration of deterministic network services in order to provide sensor data for processing in externally or internally hosted data analytics appliances. 

-
On-demand wireless connectivity for on-site maintenance personnel would be advantageous. The maintenance personnel will thus be enabled to easily performing maintenance tasks such as reading out characteristic parameters and running test procedures. Strict access rules and safety regulations have to be followed for these kind of communication scenarios.

-
Remote control of wind power plant services by a remote wind power plant service centre through external wide area networks.

Customised access for different stakeholders of wind power plants entails that the access for a particular service might be

-
dynamic: it has a limited time duration and is setup during operation (unscheduled or scheduled);

-
limited: it contains only a constrained number of devices;

-
demanding: it has strict; industrial-grade QoS requirements;

-
restricted: it has access to a limited functionality only;

-
separated: it is isolated from other communication services in the wind power plant communication network.

Today, grouping and isolation of the different communication flows of the wind power plant applications is usually done by configuring VLANs in wind power plant communication networks. Reconfiguration of VLANs is required for customised access for different stakeholders for particular application services.

A fast and flexible—ideally automated—way for the dynamic introduction and deployment of communication services in a wind power plant network is required. It needs to be tailored to the applications and the stakeholders. Since stakeholders typically belong to different organisations and subsets thereof, the wind power plant communication network needs to support multi-tenancy. The network needs thus to consider the access level and access rights associated with the requesting stakeholder. The wind power plant communication network also needs to provide customised access to specific tenants and ensure adequate isolation and service quality for different (internal and external) applications during the network runtime. The invocation of communication services can be quite dynamic.

---Start of the 6th Change---
5.7.5.6 
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Centralised Power Generation 4.1
	The 5G system shall provide a communication service interface for negotiating communication service requirements during communication service requests in and between type-a networks.

	T


	Communication service requirements include KPIs (end-to-end latency, timeliness, communication service availability, user-experienced data rate, etc). .

	Centralised Power Generation 4.2
	The 5G system shall support the automated, dynamic setup and configuration of communication services in and between type-a networks.
	T
	Setup and configuration of communication services is permitted to authorised and authenticated users. Manual interaction during the set-up of communication services is reduced to a minimum.

	Centralised Power Generation 4.3
	The 5G system shall provide communication service admission control that does not infringe on guaranteed QoS of previously admitted communication services in type-a networks.
	T
	The dynamic setup of communication services is not allowed to disturb already running communication services.

	Centralised Power Generation 4.4
	The 5G system shall be scalable with respect to (1) the number of concurrently established communication services and, (2) the number of concurrent setups of communication services in and between type-a networks.
	T
	No. 2 refers to scalable setup procedures for communication services. The setup time of the communication services needs to be limited to a reasonable duration.

	Centralised Power Generation 4.5
	The 5G system shall assure isolation and coexistence of running communication services in type-a networks, including the case where the services serve applications with different QoS requirements.
	T
	

	Centralised Power Generation 4.6
	The 5G system shall provide a monitoring interface for monitoring the type-a network. Access to this interface shall be provided both locally and remotely.
	T
	Network monitoring can be carried out locally (for instance at the wind turbine by technicians or at local control centre of the wind power plant communication network), or remotely by the remote service centre.

	Centralised Power Generation 4.7
	The network components of the 5G system shall be remotely configurable and shall allow monitoring of device state and communication service state for a type-a network.
	T
	

	Centralised Power Generation 4.8
	The network components of the 5G system shall be remotely configurable and shall allow monitoring of device state and communication service state for a type-a network.

	T
	

	Centralised Power Generation 4.9
	The 5G system shall be able to run type-a-network communication services that support an end-to-end latency of 16 ms, a communication service availability of 99,9999999%, and packet error ratio of less than 10-9.
	T


	This type of communication service can be provided via a wired connection.

	Centralised Power Generation 4.10
	The 5G system shall support multi-tenancy in a type-a network, including tenants with restricted network access.
	
	Not every tenant may be allowed to "see" or access all service endpoints in the wind turbines etc. (network-based access control; not at application layer). Furthermore, there might be restrictions on the accessible resource (e.g., bandwidth).

	Centralised Power Generation 4.11

Editor's note: this “slice” related requirement needs further consideration.
	The 5G system shall be able to establish tenant-centric network slices in a type-a network. It shall be able to enforce corresponding QoS parameters and communication service requirements in the slices (multi-tenancy).
	T
	The network slices of different tenants are isolated from each other. Communication services of one tenant do not interfere with communication services from another tenant.

	Centralised Power Generation 4.12
	The 5G system shall support dynamic setup of new tenant and user profiles in type-a networks.
	T
	

	Centralised Power Generation 4.13
	The 5G system shall support Ethernet LAN services in type-a network deployments.
	
	Ethernet LAN services are needed in the 5G system for migration scenarios. VLAN configurations of today’s wind power plant communication networks need to be supported by the 5G system.


---Start of the 7th Change---
8.2.1.2
Ethernet support requirements 

	Reference number
	Requirements
	Use case requirement 

reference

	Nsd.Eth.1
	The 5G system shall support the basic Ethernet Layer-2 bridge functions, including bridge learning and broadcast handling.
	Factories of the Future 4.1

	Nsd.Eth.2
	The 5G system shall support VLANs (IEEE 802.1Q) 
	Factories of the Future 4.2



	Nsd.Eth.3
	The 5G system shall support IEEE 802.1Qbv (time-aware scheduling.) 
	Factories of the Future 4.4



	Nsd.Eth.4
	The 5G system shall support Ethernet LAN transport services.
	Centralised Power Generation 4.13



	Nsd.Eth.5
	The 5G system shall be able to support an Ethernet transport service and its dynamic setup between type-a networks hosted by public PLMN(s).
	Factories of the Future 4.5
Centralised Power Generation 4.2


---End of the Changes---
