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_________________________start of proposed changes______________________________
_________________________start of change 1______________________________
5.3.1.2
Major challenges and particularities

Major general challenges and particularities of the Factories of the Future include the following aspects:

1)
Industrial-grade quality of service is required for many applications, with stringent requirements in terms of end-to-end latency, communication service availability, jitter, and determinism.

2)
There is not only a single class of use cases, but there are many different use cases with a wide variety of different requirements, thus resulting in the need for a high adaptability and scalability of the 5G system.

3)
Many applications have stringent requirements on safety, security (esp. availability, data integrity, and confidentiality), and privacy.

4)
The 5G system has to support a seamless integration into the existing (primarily wire-bound) connectivity infrastructure. For example, the 5G shall allow to flexibly combine the 5G system with other (wire-bound) technologies in the same machine or production line.

5)
Production facilities usually have a rather long lifetime, which may be 20 years or even longer. Therefore, long-term availability of 5G communication services and components are essential.

6)
5G systems shall support non-public operation by deploying type-a network or type-b network within a factory or plant, which are isolated from PLMNs. This is required by many factory/plant owners for security, liability, availability and business reasons. Nevertheless, in the case of a type-a network is deployed standardised and flexible interfaces shall be supported for seamless interoperability and seamless handovers between 5G PLMNs and non-public 5G systems.

7)
The radio propagation environment in a factory or plant can be quite different from the situation in other application areas of the 5G system. It is typically characterised by very rich multipath, caused by a large number of—often metallic—objects in the immediate surroundings of transmitter and receiver, as well as potentially high interference caused by electric machines, arc welding, and the like.

8)
The 5G system shall be able to support continuous monitoring of the current network state in real-time, to take quick and automated actions in case of problems and to do efficient root-cause analyses in order to avoid any undesired interruption of the production processes, which may incur huge financial damage. Particularly if a third-party network operator is involved, accurate SLA monitoring is needed as the basis for possible liability disputes in case of SLA violations.

_________________________end of change 1______________________________
_________________________start of change 2______________________________
5.3.14.5
Challenges to the 5G system

-
Integration and connectivity with factory LANs, in particular real-time Ethernet. 
-
Support of local non-public deployment with KPIs that meet specific industrial requirements.

-
Providing isolation between machines involved in specific production processes and other parts of a factory network. For example, in Figure 5.3.14.1-1, there could be some firewall functions in the dedicated local core to allow for isolation.

_________________________end of change 2______________________________
_________________________start of change 3______________________________
5.3.18.2
Preconditions

Life cycle chain status: a modular production environment adaptable to the different variants of product orders is up and running. Modular assembly stations can be added or moved inside the production area. 

Communication infrastructure: a non-public, local network inside the manufacturing hall is installed, and the deployment is adapted to the flexible production layout. The local, type-b network or type-a network is realised by a 5G system.

Mobile assets that are in a ready state, i.e., they are ready for factory production. These mobile assets typically include

-
lift and lowering AGV (moveable assembly platforms); 

-
convey and lift AGV;

-
mobile robots with video support for unstructured goods in stock;

-
root trains;

-
worker assistance support by aid of video up and download;

-
portable assembly tools (power screwdriver, riveting tools, staple guns …); 

-
portal cranes. 

_________________________end of change 3______________________________
_________________________start of change 4______________________________
5.3.18.6
Potential requirements

5.3.18.6.1
Reconfiguration of the non-public 5G network for flexible production 
_________________________end of change 4______________________________
_________________________start of change 5______________________________
5.6.1.4
Major challenges and particularities

Major general challenges and particularities include the following aspects:

1)
Utility-grade quality of service is required for many applications, with stringent requirements in terms of end-to-end latency, communication service availability, jitter, and determinism.

2)
There is not only a single class of use cases, but there are use cases with a wide variety of different requirements, resulting in the need for a high adaptability and scalability of the 5G system.

3)
Many electric-power distribution applications have stringent requirements on safety, security (esp. availability, data integrity, and confidentiality), and privacy.

4)
The 5G system shall support a seamless integration into the existing (primarily wire-bound) connectivity infrastructure. For example, the 5G-based solution shall allow to flexibly combine the 5G system with other (wire-bound) technologies in the same power network.

5)
Most types of electrical equipment usually have a rather long lifetime, which may be 20 years or even longer. Therefore, long-term availability of 5G communication services and components is essential.

6)
5G systems shall support non-public operation by deploying type-a network or type-b network within a local distribution grid, which are isolated from PLMNs. This is required by many distribution system owners (DSO) for security, liability, availability and business reasons. Nevertheless, in the case of a type-a network is deployed standardised and flexible interfaces shall be supported for seamless interoperability and seamless handovers between 5G PLMNs and dedicated 5G systems.
7)
The radio propagation environment in a building with energy generation or storage equipment can be quite different from the situation in other application areas of the 5G system. Inverters may be located in the basement of industrial buildings, where radio connectivity can be challenging. These buildings can host a large number of—often metallic—objects in the immediate surroundings of transmitter and receiver, as well as potentially high interference caused by electric machines, power transformers, and the like.

8)
The 5G system shall be able to support continuous monitoring of the current network state in real-time, to take quick and automated actions in case of problems, and to do efficient root-cause analyses in order to avoid any undesired interruption of the production processes, which may incur huge financial damage. Particularly, if a third-party network operator is involved, accurate SLA monitoring is needed as the basis for possible liability disputes in case of SLA violations.

_________________________end of change 5______________________________
_________________________start of change 6______________________________
5.6.4.5 
Challenges to the 5G system

The major challenge is the "bursty", peer-to-peer, layer-2, multicast IEC 61850 GOOSE communication with end-to-end latency requirement of less than 5 msec. The highest priority and reliability has to be applied to the IEC 61850 GOOSE message transmission. Message loss and corruption shall be avoided as much as possible. Interference with other, lower priority traffic shall be minimised.

There are stringent requirements on communication service availability and reliability, which can be achieved, among others, by appropriate resilience and redundancy measures. The duration of communication service interruptions must be minimised as much as possible (high maintainability).

Wireless communication with the controller units must not be interrupted or disturbed in case of power grid failure in affected area. This means the 5G base stations etc. need to provide uninterruptible power supplies (UPSs) or similar solutions.

Some power utilities require non-public wireless communication solution either operated by their own or by a service provider under contract. SLAs are common when service providers are involved.

Other power utilities require virtual type-a networks over a PLMN. Traffic separation, QoS, and SLAs are essential.

The controller units usually implement state-of-the-art, end-to-end security measures like authentication, integrity protection and encryption. The security features of mobile networks can provide an additional level of security, e.g., for the unencrypted IEC 61850 GOOSE messages. The data encryption in the mobile network shall not result in exceeding the aforementioned end-to-end latency requirement of the time-critical IEC 61850 GOOSE communication.

Furthermore, the mobile network shall provide capabilities of denial-of-service prevention, particularly on the air interface.

_________________________end of change 6______________________________
_________________________end of proposed changes______________________________
