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Introduction
This document describes different deployment options of type-a networks. The discussion part revisits the information on type-a/b networks and provides further clarification to some open issues. The contribution is intended to provide to support the discussion on clarification of type-a/b network requirements in SA1 and in the downstream groups.

We currently identify TS 22.104 as the home for the changes proposed at the end of the document. However, based on current discussion, TS 22.261 might be a better place.

Type-a/b networks

Definition of type-a/b networks from 3GPP TR 22.804:
type-a network: a 3GPP network that is not for public use and for which service continuity and roaming with a PLMN is possible.

type-b network: an isolated 3GPP network that does not interact with a PLMN.

The following table is a citation from 3GPP TR 22.804 and lists the capabilities that lead to the distinction between type-a and type-b networks.
[image: image1.emf]
[FFS] The in- and out-bound roaming support may be meant for UEs of the type-a network only, i.e. no inbound roaming of UEs of the PLMN.
There are two capabilities for the differentiation of type-a and type b networks – the used authentication method, identities, credentials and whether the network interacts with a PLMN. Figure 1 illustrates this differentiation in a matrix.
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Figure 1: Type-a/b networks in credential-PLMN interaction matrix

Terminology

This section explains the meaning of certain terminology. There is no 3GPP definition of this terminology, and this clause is not intended as a definition, it is just an explanation.

public PLMN: PLMN operated as a public network

non-public: Networks and network operation that is not offered to the public, but to a 3rd party such as verticals. Type-a/b networks are non-public. 
Technical Implications of functionality

Some technical terminology indicating certain (technical) functionality has technical implications based on the existing 3GPP specifications. This paragraph tries to capture these implicit implications of certain terms.

Roaming: requires roaming interfaces in both 5G networks, UEs need corresponding credentials and identities; contracts between roaming networks need to be in place.
In-bound and out-bound roaming: Directions of roaming – out-bound: UEs from home network to guest network; in-bound: UEs from guest network to home network.

Service Continuity: The communication service continues when a UE changes from one 5G network (non-public) to another 5G network (public PLMN). The accepted degree of the interruption depends on the application and can be from (almost) seamless to a (quite) noticeable interruption.
Service Continuity with one credential for type-a network and PLMN: Due to restrictions on the form factor and in order to minimized administration efforts for large numbers of UEs, service continuity needs to be done with the same (one) credential. For further detail see S1-182278.
Deployment Options of Type-A Networks
This paragraph lists and describes envisaged deployments of type-a networks in vertical domains. 
In principle, every possible deployment of a type-a network is useful in certain vertical use cases. This is due to the large variety and different kinds of vertical applications and use cases that require or benefit from industrial data communication.
The following is the list of the major possible deployments of type-a networks. For each deployment option, a brief description and supporting use cases and service flows in TR 22.804 are identified.
Deployment A-01-1 – separate type-a network

The type-a network is deployed as a separate 5G network. UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. The type-a network uses network slices for traffic engineering and traffic isolation.
Supporting Use Cases
Offshore wind farm
Supporting Uses / Service flows
TBC
Deployment A-01-2 – separate type-a network with connection to PLMN
The type-A network is deployed as a separate network. UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. The type-a network has a physical connection to the PLMN. The type-a network uses network slices for traffic engineering and traffic isolation.

 Supporting Use Cases

Wind farm communication network

Supporting Uses / Service flows

Remote service centre in the PLMN

Deployment A-02-01 – type-a network hosted by a PLMN

The type-a network is hosted by a public PLMN. UEs may roam from their network into the public PLMN.

 Supporting Use Cases
TBC
Supporting Uses / Service flows

TBC
Deployment A-02-02 – type-a network as a set of network slices of a PLMN

The type-a network is hosted by a public PLMN and comprises several network slices. UEs may roam from their network slice into the public PLMN. UEs may connect to different network slices. The type-a network uses its network slices for traffic engineering and traffic isolation.

 Supporting Use Cases
TBC
Supporting Uses / Service flows
TBC
Deployment A-03-01 – type a network as a subset (e.g. small-cell) of a PLMN
The type-a network is deployed as a local subset of the public PLMN, e.g. as a small cell. UEs may roam from their type-a subset into the PLMN.

 Supporting Use Cases
TBC
Supporting Uses / Service flows

Local control loop communication in a factory cell with robots.
Deployment A-03-02 – type a network as multiple subsets (e.g. small-cell) of a PLMN

The type-a network is deployed as multiple local subsets of the public PLMN, e.g. as multiple small cells. The different local subsets are connected through the PLMN. UEs may roam from their type-a subset into the PLMN.

 Supporting Use Cases
TBC
Supporting Uses / Service flows

Local control loop communication in a plant with multiple factory cells with robots.

Deployment A-04-1 – separate type-a network with multiple networks

The type-a network is deployed as multiple, separate 5G networks with the same type-a network identifier, but the networks are not connected to each other. In order to move from one part of the type-a network to another part without losing the running communication service (service continuity), UEs may roam into the public PLMN which overlaps all or parts of the service area of the type-a network. The type-a network uses network slices for traffic engineering and traffic isolation.

Supporting Use Cases

End-to-end asset tracking (BMNS)
Supporting Uses / Service flows
Asset tracking
Deployment A-04-2 – separate type-a network with multiple networks and connection to PLMN

The type-A network is deployed as multiple, separate 5G networks with the same type-a network identifier. The parts of the type-a network have a physical connection to the PLMN. Communication Services between the different parts of the type-a network are connected through the PLMN. Furthermore, UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. The type-a network uses network slices for traffic engineering and traffic isolation.

 Supporting Use Cases
TBC
Supporting Uses / Service flows
TBC
Deployment A-04-3 – separate type-a network with multiple network parts

The type-a network is deployed as multiple network parts with the same type-a network identifier, but the networks are not connected with each other. The different parts of the type-a network can be separate networks, hosted networks, or private slices. In order to move from onr part of the type-a network to another part without losing the running communication service (service continuity), UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. 

Supporting Use Cases

End-to-end asset tracking (BMNS)

Supporting Uses / Service flows

Asset tracking
Proposed Changes
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Annex <X> (informative): Deployment options of type-a networks
This annex lists and describes envisaged deployments of type-a networks in vertical domains. 

In principle, every possible deployment of a type-a network is useful in certain vertical use cases. This is due to the large variety and different kinds of vertical applications and use cases that require or benefit from industrial data communication.

The following is the list of the major possible deployments of type-a networks. For each deployment option, a brief description and for some supporting use cases and service flows are provided.

<X>.1
Deployment A-01-1 – separate type-a network

The type-a network is deployed as a separate 5G network. UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. The type-a network uses network slices for traffic engineering and traffic isolation.

<X>.2
Deployment A-01-2 – separate type-a network with connection to PLMN

The type-A network is deployed as a separate network. UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. The type-a network has a physical connection to the PLMN. The type-a network uses network slices for traffic engineering and traffic isolation.

 Supporting Use Cases

Wind farm communication network

Supporting Uses / Service flows

Remote service centre in the PLMN

<X>.3
Deployment A-02-01 – type-a network hosted by a PLMN

The type-a network is hosted by a public PLMN. UEs may roam from their network into the public PLMN.

<X>.4
Deployment A-02-02 – type-a network as a set of network slices of a PLMN

The type-a network is hosted by a public PLMN and comprises several network slices. UEs may roam from their network slice into the public PLMN. UEs may connect to different network slices. The type-a network uses its network slices for traffic engineering and traffic isolation.

<X>.5
Deployment A-03-01 – type a network as a subset (e.g. small-cell) of a PLMN

The type-a network is deployed as a local subset of the public PLMN, e.g. as a small cell. UEs may roam from their type-a subset into the PLMN.

Supporting Uses / Service flows

Local control loop communication in a factory cell with robots.

<X>.6
Deployment A-03-02 – type a network as multiple subsets (e.g. small-cell) of a PLMN

The type-a network is deployed as multiple local subsets of the public PLMN, e.g. as multiple small cells. The different local subsets are connected through the PLMN. UEs may roam from their type-a subset into the PLMN.

Supporting Uses / Service flows

Local control loop communication in a plant with multiple factory cells with robots.

<X>.7
Deployment A-04-1 – separate type-a network with multiple networks

The type-a network is deployed as multiple, separate 5G networks with the same type-a network identifier, but the networks are not connected with each other. In order to move from on part of the type-a network to another part without losing the running communication service (service continuity), UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. The type-a network uses network slices for traffic engineering and traffic isolation.

Supporting Use Cases

End-to-end asset tracking (BMNS)

<X>.8
Deployment A-04-2 – separate type-a network with multiple networks and connection to PLMN

The type-A network is deployed as multiple, separate 5G networks with the same type-a network identifier. The parts of the type-a network have a physical connection to the PLMN. Communication Services between the different parts of the type-a network are connected through the PLMN. Furthermore, UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. The type-a network uses network slices for traffic engineering and traffic isolation.

<X>.9
Deployment A-04-3 – separate type-a network with multiple network parts

The type-a network is deployed as multiple network parts with the same type-a network identifier, but the networks are not connected with each other. The different parts of the type-a network can be separate networks, hosted networks, or private slices. In order to move from on part of the type-a network to another part without losing the running communication service (service continuity), UEs may roam into the public PLMN, which overlaps all or parts of the service area of the type-a network. 

Supporting Use Cases

End-to-end asset tracking (BMNS)
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