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_________________________start of proposed changes______________________________
_________________________start of change 1______________________________
8.1
Network service performance requirements 
8.1.1
Remarks

Select parameters listed in the following Clauses are explained in Clause 4.3.4.4 and Annex A. If not mentioned otherwise, the provided potential requirements are per instantiated communication service. 
For a description of the traffic classes below see Clause 4.3.4.4.

NOTE: The service performance requirements of all the use cases described in Clause 5 can be found Annex F.
_________________________end of change 1______________________________
_________________________start of change 2______________________________
Annex F:
Summary of service performance requirements and influence quantities

This Annex offers the service performance requirements and influence quantities provided in Clause 5 in one overview table.


_________________________end of change 2______________________________
_________________________start of change 3______________________________
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

aggregator: Service provider managing a system of electric generation units, storage systems, and load (consumers), with independent control and customer support in its own coverage area.
automation: the automatic operation or control of a process, device, or system.

NOTE 1: This definition is based on [10].

characteristic parameter: numerical value that can be used for characterising the dynamic behaviour of communication functionality from an application point of view.

clock synchronisation service: the service to align otherwise independent UE clocks. 

clock synchronicity: the maximum allowed time offset within the fully synchronised system between UE clocks. 

NOTE 2: Clock synchronicity (or synchronicity) is used as KPI of clock synchronisation services.

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 3: The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 4: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.

NOTE 5: This definition was taken from clause 3.1 in [3].

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.

NOTE 6: Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 7: Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.

NOTE 8: This definition is based on [2].

end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

NOTE 9: This definition was taken from clause 3.1 in [3].

IoT device: a type of UE which is dedicated for a set of specific use cases or services and which is allowed to make use of certain features restricted to this type of UEs.

NOTE 10: An IoT device may be optimised for the specific needs of services and application being executed (e.g., smart home/city, smart utilities, e-Health and smart wearables). Some IoT devices are not intended for human type communications.

NOTE 11: This definition was taken from clause 3.1 in [3].

isochronous: the time characteristic of an event or signal that is recurring at known, periodic time intervals.

NOTE 12: Isochronous data transmission is a form of synchronous data transmission where similar (logically or in size) data frames are sent linked to a periodic clock pulse.

NOTE 13: Isochronous data transmission ensures that data between the source and the sink of the A/V application flows continuously and at a steady rate.

influence quantity: quantity not essential for the performance of an item but affecting its performance. 

NOTE 14: This definition is taken from IEV 151-16-31 in [45].

jitter: the maximum deviation of a time parameter relative to a reference or target value 

NOTE 15: In this document, jitter is used for describing the variation of end-to-end latency and update time. 

microgrid: Local grid, with own energy generation and power consumption; limited geographical area, typical example: power network for a university campus.
renewable generators: photovoltaic panels or wind turbines; energy generation unit.

survival time: the time that an application consuming a communication service may continue without an anticipated message.
NOTE 16: This definition was taken from clause 3.1 in [3].

transmission time: the interval from a start event at the reference interface of a source until a stop event of the same transmission at the reference interface of a target.

NOTE 17: Depending on the type of reference interface, the start event can be the transfer of the first bit of user data, the first byte, or a trigger event at a process interface. Respectively, the stop event can be the last bit of user data, the last byte or a trigger event of a process interface.

NOTE 18: This definition is based on [19].

type-a network: a 3GPP network that is not for public use and for which service continuity and roaming with a PLMN is possible. 
NOTE: The properties of type-a networks are summarised in Annex G.
type-b network: an isolated 3GPP network that does not interact with a PLMN. 
NOTE: The properties of type-b networks are summarised in Annex G.
update time: the interval from a start event at the reference interface of a target until a following stop event at the same reference interface.

NOTE 19: Depending on the type of reference interface, the start event can be the transfer of the last bit of user data, the last byte, or a trigger event at the process interface of a consumer. 

NOTE 20: The stop event can be the last bit of user data, the last byte, or a trigger event of a process interface that can be referred to the following successful transmission of the same source

NOTE 21: This definition is based on [19].

up state: state of being able to perform as required.

NOTE 22: This definition is based on entry IEV 192-02-01 in [45].

up time: time interval for which the item is in an up state.

NOTE 23: This definition is based on entry IEV 192-02-02 in [45].

user equipment: An equipment that allows a user access to network services via 3GPP and/or non-3GPP accesses.

NOTE 24: This definition was taken from Clause 3.1 in [3].

user experienced data rate: the minimum data rate required to achieve a sufficient quality experience, with the exception of scenario for broadcast like services where the given value is the maximum that is needed.

NOTE 25: This definition was taken from clause 3.1 in [3].

vertical domain: a particular industry or group of enterprises in which similar products or services are developed, produced, and provided.

_________________________end of change 3______________________________
_________________________start of change 4______________________________
Annex G:
Properties synopsis of type-a and type-b networks

	Property
	PLMN
	Type-a network
	Type-b network

	Service provided for
	Public access
	Limited access (e.g., enterprise)
	Limited access (e.g., enterprise)

	Authentication method, identities, credentials
	3GPP only
	3GPP only
	May use alternative

	Roaming support to a PLMN
	In- and out-bound
	In- and out-bound
	None

	Interaction with a PLMN (i.e. service continuity) 
	Yes 
	Yes 
	None 

	Functionality
	Typical PLMN capabilities
	May have specific capabilities (e.g., URLLC, TSN)
	May have specific capabilities (e.g., URLLC, TSN)

	Slice of a PLMN
	Possible--
	Not possible (i.e., due to network identifier)
	Not possible (i.e., due to network identifier)


Editor's Note: The "slice of PLMN" row in the table above is FFS. See, for instance, the requirement Factories of the Future 15.1, note 1.


_________________________end of change 4______________________________
_________________________end of proposed changes______________________________
