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Abstract: This contribution provides input for clause 8 in TR 22.804, V1.1.0 (potential communication service performance requirements and influence quantities)
Changes over S1-181184

· Note concerning jitter added;

· "ground speed" ( "UE speed";
· aligned the table headers;
· periodic deterministic communication: updated the note after the table
Discussion
For the merger of the potential service performance requirements, we first collected all potential communication service performance requirements in one table (see Annex X below). Next we identified requirements clusters for the three traffic classes, i.e. 
· periodic deterministic communication;

· a-periodic deterministic communication;

· Non-deterministic communication.

For a discussion of the traffic classes see Subclause 4.3.4.4.
NOTE: use cases 5.2.2, 5.2.3 and 5.2.4 (building automation) are addressed as follows:

· TBC requirements are excluded.

· All other requirements are covered by other use cases and merged requirements, e.g. 5.3.6.
NOTE: use case 5.3.8 (massive sensor networks) was excluded from this analysis since the originator (Fraunhofer HHI) failed to provide feedback on what traffic class this use case belongs to.

DISCUSSION OF THE MERGED REQUIREMENTS

Periodic deterministic communication

The following use cases address this traffic class: 5.1.2, 5.3.2, 5.3.5, 5.3.6, 5.3.7, 5.3.11, 5.3.12, 5.6.3, and 5.6.6.
The following core requirements were identified: 

	Characteristic parameter (KPI)
	Influence quantity
	Requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	>  99,999%
	< transfer interval
	
	200
	100 ms
	~ 500 ms
	≤ 42 m/s
	See Remark
	
	Mass Transit 1.3, 1.4, 1.5, 1.6, 1.7, 1.8
	Control of automated train; 2 UEs per train unit

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	
	Factories of the Future 2.1, 2.2, 2.3, 2.8, 2.10
	Motion control and control-to-control use cases

	99,9999% to 99,999999%
	< transfer interval 
	
	≤ 1 k
	≥ 4 ms
	Transfer interval
	≤ 20 m/s
	≤ 10
	
	Factories of the Future 5.1, 5.3, 5.6
	Motion control and control-to-control use cases

	> 99,9999% 
	< transfer interval 
	< 50% of transfer interval
	40 to 250 k
	1 to 500 ms
	Transfer interval
	≤ 14 m/s
	≤ 100
	≤ 1 km2
	Factories of the future 6.1, 6.2, 6.4, 6.6, 7.1, 7.6; Electric Power Distribution 5.1, 5.2, 5.4
	Mobile control panels, mobile robots, and differential protection

	NOTE: The jitter interval is symmetric. However, only late arrivals count as communication error.


NOTE: The time parameters and the message size in rows two to four are to be read as follows. First, a transfer interval value that lies within the provided interval is chosen. Then the end-to-end latency and the survival time are inferred. For instance, one chooses a transfer interval of 10 ms in row four. In this case the survival time is also 10 ms, and the end-to-end latency is ≤ 10 ms and the jitter is smaller than 5 ms. Next, the message size is chosen; for instance, 250 kbyte.


The main differentiator between the first row and the other rows is that this is a scenario that takes place in the public realm (train line; subway tunnel including stations). The second and the third row pertain to the secluded setting of a factory. The main differentiator between row two and three is the permitted jitter. Concerning ground speed, # of connected UEs; and the service area the most challenging values were chosen from the individual use cases for row two and three.
The following use cases were omitted from the clustering due to insufficient specifications: 5.3.11, 5.3.12, 5.6.3, and 5.6.3.
For how to interpret the intervals in the columns and the entry "transfer interval" see Subclause 8.1.2 below.

A-periodic deterministic communication

The following use cases provide potential requirements for this traffic class: 5.1.2, 5.1.5, 5.3.6, 5.3.10, 5.6.2, 5.6.4, 5.6.6, 5.7.4, 5.8.2, 5.8.3, and 5.8.4.
Requirement in use case 5.6.2 (end-to-end latency) is covered by use case 5.3.2.
The following use cases were excluded since the provided information was too sparse and the required quantities are already covered by other clusters: 5.6.6, 5.7.4, 5.8.3, 5.8.4.

	
	
	
	

	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Service bit rate: user-experienced data rate
	UEspeed
	# of UEs
	
	

	99,9999%
	< 1 ms
	
	150 kbit/s to 4,61 Mbit/s
	≤14 ms/s
	
	PMSE 1.1, 1.3, 1.6
	Audio streaming for live performance

	≥ 99,9999%
	5 ms to 10 ms
	
	
	
	
	Electric Power Distribution 3.1, 3.2, 4.2, 4.3
	Medium-voltage electric power distribution grid

	99,9999% to 99,999999%
	< 30 ms
	< 50% of end-to-end latency
	> 5 Mbit/s
	
	
	Factories of the Future 6.2, 6.6
	Mobile control panels with safety functions; bi-directional communication

	>  99,999%
	< 500 ms
	
	≥ 2 Mbit/s
	≤ 42 m/s
	See remark
	Mass Transit 1.6, 1.7, 1.8
	CCTV communication service for surveillance cameras; 2 UEs per train unit

	> 99,99%
	< 200 ms
	
	≥ 200 kbit/s
	≤ 42 m/s
	See remark
	Mass Transit 4.2, 4.3, 4.4
	Emergency voice call; 2 UEs per train unit

	> 99,9%
	< 10 ms
	
	
	
	
	Factories of the Future 10.2, 10.3
	Augmented reality; bi-directional transmission; support at least 3 devices in the same radio cell

	NOTE: The jitter interval is symmetric. However, only late arrivals count as communication error.


Non-deterministic communication

Pertinent requirements are found in use cases 5.1.7, 5.3.3, and 5.3.7. 
We were not able to identify any clusters. We therefore chose to include the identified requirements "as is" in TR 22.804, Subclause 8.1.4. For increased clarity, we chose to order them by increasing user-experienced data rate (see below). 

	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Service bit rate: user-experienced data rate
	UEspeed
	# of UEs
	Service area
	
	

	≥ 1 Mbit/s
	~ 0 m/s
	
	
	Factories of the Future 3.2
	

	> 10 Mbit/s
	≤ 14 m/s
	≤ 100
	≤ 1 km2
	Factories of the Future 7.2, 7.6
	Mobile robots; real-time video stream

	≥ 1 Gbit/s
	~ 0 m/s
	See remark
	
	Mass Transit 6.1
	CCTV offload in train stations; typically 1 UE per train used


Mixed traffic

Three of the use cases in Clause 5, i.e. 5.1.8, 5.19, and 5.7.5 provide potential requirements for mixed traffic, i.e. traffic stemming from several communication services and/or traffic of different classes. We saw no obvious way for clustering these requirements and present the requirements "as is" (see below). Although use case 5.7.5 leaves many of the characteristic parameters and influence quantities undefined we still include it here since it poses a distinct challenge due to the required ultra-low communication service unavailability.
	
	
	

	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	Service bit rate: aggregate user-experienced data rate
	UEspeed
	# of UEs
	
	

	> 99,9999%
	< 100 ms
	1 Gbit/s
	
	2
	Mass Transit 7.1, 7.2, 7.3, 7.4
	Communication between mechanically coupled train segments; angle between segments < 0,52 rad

	–
	≤ 10 ms
	
	< 14 m/s
	See remark
	Mass Transit 8.1, 8.2, 8.3, 8.4, 8.5
	Virtually coupled trains; UE speed: relative speed between trains low; separation of UEs ≤ 3 km; 2 UEs per train unit

	99,9999999%
	16 ms
	
	
	
	Centralised Power Generation 4.9
	Wind power park control traffic; can be realised with aid of wired connections; PER < 10-9


Proposal

------------------------- START OF PROPOSED CHANGES ----------------------------

------------------------- Start of Change 1 ----------------------------

8.1
Network Service performance requirements   

8.1.1
Remarks

Select parameters listed in the following Subclauses are explained in Subclause 4.3.4.4 and Annexe A. If not mentioned otherwise, the provided potential requirements are per instantiated communication service. 

For a description of the traffic classes below see Subclause 4.3.4.4.

8.1.2
Periodic deterministic communication
	Characteristic parameter (KPI)
	Influence quantity
	Requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	>  99,999%
	< transfer interval
	
	200
	100 ms
	~ 500 ms
	≤ 42 m/s
	See Remark
	
	Mass Transit 1.3, 1.4, 1.5, 1.6, 1.7, 1.8
	Control of automated train; 2 UEs per train unit

	99,9999% to 99,999999%
	< transfer interval
	
	20 to 50
	0,5 ms to 2 ms
	Transfer interval
	≤ 20 m/s
	≤ 100
	
	Factories of the Future 2.1, 2.2, 2.3, 2.8, 2.10
	Motion control and control-to-control use cases

	99,9999% to 99,999999%
	< transfer interval 
	
	≤ 1 k
	≥ 4 ms
	Transfer interval
	≤ 20 m/s
	≤ 10
	
	Factories of the Future 5.1, 5.3, 5.6
	Motion control and control-to-control use cases

	> 99,9999% 
	< transfer interval 
	< 50% of transfer interval
	40 to 250 k
	1 to 500 ms
	Transfer interval
	≤ 14 m/s
	≤ 100
	≤ 1 km2
	Factories of the future 6.1, 6.2, 6.4, 6.6, 7.1, 7.6; Electric Power Distribution 5.1, 5.2, 5.4
	Mobile control panels, mobile robots, and differential protection

	NOTE: The jitter interval is symmetric. However, only late arrivals count as communication error.


	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	


NOTE: The time parameters and the message size in row two and three are to be read as follows. First, a transfer interval value that lies within the provided interval is chosen. Then the end-to-end latency and the survival time are inferred. For instance, one chooses 10 ms in row four. In this case the survival time is also 10 ms, and the end-to-end latency is smaller than 10 ms and the jitter is 5 ms. Next, the message size is chosen; for instance, 250 kbyte.

8.1.3
A-periodic deterministic communication
	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter (note)
	Service bit rate: user-experienced data rate
	UEspeed
	# of UEs
	
	

	99,9999%
	< 1 ms
	
	150 kbit/s to 4,61 Mbit/s
	≤14 ms/s
	
	PMSE 1.1, 1.3, 1.6
	Audio streaming for live performance

	≥ 99,9999%
	5 ms to 10 ms
	
	
	
	
	Electric Power Distribution 3.1, 3.2, 4.2, 4.3
	Medium-voltage electric power distribution grid

	99,9999% to 99,999999%
	< 30 ms
	< 50% of end-to-end latency
	> 5 Mbit/s
	
	
	Factories of the Future 6.2, 6.6
	Mobile control panels with safety functions; bi-directional communication

	>  99,999%
	< 500 ms
	
	≥ 2 Mbit/s
	≤ 42 m/s
	See remark
	Mass Transit 1.6, 1.7, 1.8
	CCTV communication service for surveillance cameras; 2 UEs per train unit

	> 99,99%
	< 200 ms
	
	≥ 200 kbit/s
	≤ 42 m/s
	See remark
	Mass Transit 4.2, 4.3, 4.4
	Emergency voice call; 2 UEs per train unit

	> 99,9%
	< 10 ms
	
	
	
	
	Factories of the Future 10.2, 10.3
	Augmented reality; bi-directional transmission; support at least 3 devices in the same radio cell

	NOTE: The jitter interval is symmetric. However, only late arrivals count as communication error.


	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


8.1.4
Non-deterministic communication
	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Service bit rate: user-experienced data rate
	UEspeed
	# of UEs
	Service area
	
	

	≥ 1 Mbit/s
	~ 0 m/s
	
	
	Factories of the Future 3.2
	

	> 10 Mbit/s
	≤ 14 m/s
	≤ 100
	≤ 1 km2
	Factories of the Future 7.2, 7.6
	Mobile robots; real-time video stream

	≥ 1 Gbit/s
	~ 0 m/s
	See remark
	
	Mass Transit 6.1
	CCTV offload in train stations; typically 1 UE per train used


	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


8.1.5
Mixed traffic
	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	Communication service availability
	End-to-end latency: target value
	Service bit rate: aggregate user-experienced data rate
	UEspeed
	# of UEs
	
	

	> 99,9999%
	< 100 ms
	1 Gbit/s
	
	2
	Mass Transit 7.1, 7.2, 7.3, 7.4
	Communication between mechanically coupled train segments; angle between segments < 0,52 rad

	–
	≤ 10 ms
	
	< 14 m/s
	See remark
	Mass Transit 8.1, 8.2, 8.3, 8.4, 8.5
	Virtually coupled trains; UE speed: relative speed between trains low; separation of UEs ≤ 3 km; 2 UEs per train unit

	99,9999999%
	16 ms
	
	
	
	Centralised Power Generation 4.9
	Wind power park control traffic; can be realised with aid of wired connections; PER < 10-9


	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


------------------------- End of Change 1 ----------------------------

------------------------- Start of Change 2 ----------------------------
Annex X:

Summary of service performance requirements and influence quantities

This Clause offers the service performance requirements and influence quantities provided in Clause 5 in one overview table.

	Use case (Subclause #)
	Characteristic parameter (KPI)
	Influence quantity
	Related requirement
	Remark

	
	Communication service availability
	End-to-end latency: target value
	End-to-end latency: jitter
	Service bit rate: user-experienced data rate; note 1
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area
	
	

	5.1.2
	>  99,999% 
	< 100 ms
	
	≥ 200 kbit/s
	 
	 
	~ 500 ms
	≤ 42 m/s
	 See remark
	 
	Mass Transit 1.3, 1.4, 1.5, 1.6, 1.7, 1.8
	MTTC communication service; 2 UEs per train unit

	5.1.2
	> 99,99% 
	< 500 ms
	
	≥ 2 Mbit/s
	 
	 
	 
	≤ 42 m/s
	  See remark
	 
	Mass Transit 1.6, 1.7, 1.8
	CCTV communication service for surveillance cameras; 2 UEs per train unit

	5.1.5
	> 99,99%
	< 200 ms
	
	≥ 200 kbit/s
	 
	 
	 
	≤ 42 m/s
	  See remark
	 
	Mass Transit 4.2, 4.3, 4.4
	Communication service for emergency voice call; 2 UEs per train unit

	5.1.7
	 
	 
	
	≥ 1 Gbit/s
	 
	 
	 
	 
	  See remark
	 
	Mass Transit 6.1
	CCTV offload; 2 UEs per train unit

	5.1.8
	> 99,999%
	< 100 ms
	
	1 Gbit/s
	 
	 
	 
	 
	 2
	 
	Mass Transit 7.1, 7.2, 7.3, 7.4
	Mechanically coupled train segments; angle between segments < 0,52 rad; aggregate traffic

	5.1.9
	 
	≤ 10 ms
	
	 
	 
	 
	 
	< 14 m/s
	 2
	 
	Mass Transit 8.1, 8.2, 8.3, 8.4, 8.5
	Virtually coupled trains; UE speed: relative ground speed between the trains; separation of user equipment ≤ 3 km; aggregate traffic

	5.2.2
	99,999%
	 
	
	 
	 
	 
	 
	 
	 
	 
	Building Automation 1.1
	Environmental monitoring

	5.2.3
	[99,999%]
	10 ms
	
	 
	 
	 
	 
	 
	 
	 
	Building Automation 2.1
	Fire detection

	5.2.4
	[99,9999%]
	 
	
	 
	 
	 
	 
	 
	 
	 
	Building Automation 3.1, 3.2
	Feedback control

	5.3.2
	99,9999% to 99,999999%
	< transfer interval
	
	 
	40
	1 ms 
	1 ms
	≤ 20 m/s
	≤ 50
	 
	Factories of the Future 2.1, 2., 2.8, 2.10
	Motion control; cyclic interaction

	5.3.2
	99,9999% to 99,999999%
	< transfer interval
	
	 
	50
	0,5 ms 
	0,5 ms
	≤ 20 m/s
	≤ 20
	 
	Factories of the Future 2.2, 2.8, 2.10
	Motion control; cyclic interaction

	5.3.2
	99,9999% to 99,999999%
	< transfer interval 
	
	 
	20
	2 ms 
	2 ms
	≤ 20 m/s
	≤ 100
	 
	Factories of the Future 2.3, 2.8, 2.10
	Motion control; cyclic interaction

	5.3.3
	 
	 
	
	≥ 1 Mbit/s
	 
	 
	 
	 
	 ≤ 100
	 
	Factories of the Future 3.2
	Motion control – transmission of non-real-time data

	5.3.5
	99,9999% to 99,999999%
	< transfer interval 
	
	 
	1 k
	≤ 4 ms 
	 
	 
	5 to 10
	 
	Factories of the Future 5.1, 5.3, 5.6
	Control-to-control communication (motion subsystems); cyclic interaction; in the future up to 100 UEs. 

	5.3.6
	99,9999% to 99,999999%
	< transfer interval 
	< 50% of transfer interval
	
	40 to 250
	4 ms to 8 ms 
	 
	 
	 
	10 m x 10 m
	Factories of the Future 6.1, 6.6
	Mobile control panels with safety functions; cyclic interaction; not more than 4 concurrent communication services of this type in the same service area.

	5.3.6
	99,9999% to 99,999999%
	< 30 ms 
	< 50% of end-to-end latency
	> 5Mbit/s
	 
	 
	 
	 
	 
	 
	Factories of the Future 6.2, 6.6
	Mobile control panels with safety functions; bi-directional communication

	5.3.6
	99,9999% to 99,999999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	12 ms 
	12 ms
	 
	 
	typically 40 m x 60 m; maximum 200 m x 300 m 
	Factories of the Future 6.4, 6.6
	Mobile control panels with safety functions; cyclic interaction; not more than 2 concurrent communication services of this type in the same service area.

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	1 ms 
	1 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; cooperative robotic motion control; cyclic interaction

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	1 ms to 10 ms 
	1 ms to 10 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; machine control; cyclic interaction

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	1 ms to 50 ms 
	1 ms to 50 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; cooperative driving; cyclic interaction

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	40 to 250
	10 ms to 100 ms 
	10 ms to 100 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; video-operated remote control; cyclic interaction

	5.3.7
	> 99,9999%
	< transfer interval 
	< 50% of transfer interval
	 
	15 k to 250 k
	40 ms to 500 ms 
	40 ms to 500 ms
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.1, 7.6
	Mobile robots; video-operated remote control; standard mobile robot operation and traffic management; cyclic interaction

	5.3.7
	 
	 
	
	> 10 Mbit/s
	 
	 
	 
	≤ 14 m/s
	≤ 100
	≤ 1 km2 
	Factories of the Future 7.2, 7.6
	Mobile robots; real-time video stream

	5.3.8
	> 99,9999%
	≤ 10 ms
	
	≤ 100 Mbit/s
	 
	 
	 
	 
	 
	 
	Factories of the Future 8.2, 8.10, 8.11
	Massive wireless sensor networks; connection density up to 1/m2; normally, all connected devices are not sending or receiving messages at the same time.

	5.3.10
	> 99,9%
	< 10 ms
	
	
	 
	 
	 
	 
	 
	 
	Factories of the Future 10.2, 10.3
	Augmented reality; bi-directional transmission; support at least 3 devices in the same cell

	5.3.10
	> 99,9%
	< 10 ms
	
	
	 
	 
	 
	 
	 
	 
	Factories of the Future 10.2, 10.3
	Augmented reality; bi-directional transmission; support at least 3 devices in the same cell

	5.3.11
	99,9999% to 99,999999%.
	< transfer interval 
	10% of transfer interval
	 
	 
	≥ 10 ms 
	 
	 
	 
	 
	Factories of the Future 11.1, 11.2
	Process automation – closed-loop control

	5.3.12
	99,99%
	 
	
	 
	 
	50 ms to seconds
	 
	 
	 
	 
	Factories of the Future 12.1, 12.2
	Process automation – process monitoring; UE density ≤ 10000/km2

	5.3.12
	99,99%
	 
	
	 
	 
	several seconds
	 
	 
	 
	 
	Factories of the Future 13.1, 13.2
	Process automation – plant asset management; UE density ≤ 10000/km2

	5.6.2
	 
	 
	
	 
	~ 100
	~ 50 ms  
	 
	 
	≤ 100.000
	 
	Electric-Power Distribution 1.1
	Primary Frequency Control

	5.6.2
	 
	~ 50 ms
	
	 
	 
	 
	 
	 
	 
	 
	Electric-Power Distribution 1.2
	Primary Frequency Control

	5.6.3
	 
	 
	
	 
	~ 100
	~ 200 ms
	 
	 
	≤ 100.000
	 
	Electric Power Distribution 2.1
	Distributed Voltage Control with up to 100% RES 

	5.6.3
	 
	~ 100 ms
	
	 
	 
	 
	 
	 
	 
	 
	Electric Power Distribution 2.2
	Distributed Voltage Control with up to 100% RES 

	5.6.4
	≥ 99,9999%
	< 5 ms
	
	 
	 
	 
	 
	 
	 
	 
	Electric Power Distribution 3.1, 3.2
	Power distribution grid fault and outage management: distributed automated switching for isolation and service restoration for overhead lines; peer-to-peer (here: UE to UE)

	5.6.5
	≥ 99,9999%
	< 10 ms
	
	 
	 
	 
	 
	 
	 
	 
	Electric Power Distribution 4.2, 4.3
	Smart Grid: synchronicity between the entities

	5.6.6
	
	< transfer interval 
	< 50% of transfer interval
	
	250
	0,8 ms 
	
	
	
	
	Electric Power Distribution 5.1, 5.2, 5.4
	Differential protection; peer-to-peer communication

	5.6.6
	
	< 15 ms
	
	
	
	
	
	
	
	
	Electric Power Distribution 5.3
	Differential protection; peer-to-peer communication

	5.7.4
	
	< 100 ms
	
	
	
	
	
	
	
	
	Centralised Power Generation 3.1
	Remote support; end-to-end latency for up to 5000 km geographic separation of the service endpoints

	5.7.5
	99,9999999%
	16 ms
	
	
	
	
	
	
	
	
	Centralised Power Generation 4.9
	Wind power park control traffic; PER < 10-9; aggregate traffic

	5.8.2
	99,9999%
	< 1 ms
	
	150kbit/s to 4,61Mbit/s
	 
	 
	 
	≤ 14 m/s
	 
	 
	PMSE 1.1, 1.3, 1.6
	Audio streaming for live performance

	5.8.3
	≥ 99,9999%
	 
	
	 
	 
	 
	 
	 
	 
	 
	PMSE 2.3
	Audio streaming for local conference systems

	5.8.4
	> 99,999%
	 
	
	 
	 
	 
	 
	≤ 14 m/s
	 
	 
	PMSE 3.3, 3.5
	Video streaming / professional video production; support rotations up to 0,52 rad/s

	
	NOTE 1: if not stated otherwise per instantiated communication service


------------------------- End of Change 2 ----------------------------

------------------------- END OF PROPOSED CHANGES ----------------------------
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