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Abstract: This contribution provides editorial clean-ups to apply exclusive network rather than private network when interaction with a PLMN is involved.
Resolution of changes from S1-181160

1) Already included in First change below

2) Definition of private network to be covered in a separate contribution, the revision of S1-181570

3) Proposed text implies private/exclusive networks cannot be slices – TBD

4) Included with Second Change below

5) Included with Third Change below

6) Included with Fourth Change below

7) Included with Fifth Change below

8) Included with Sixth Change below

9) Included with Seventh Change below

10) Included with Eighth Change below

11) Included with Ninth Change below

12) Included with Tenth Change below

13) Included with Eleventh Change below

14) Included with Twelfth Change below

15) Included with Thirteenth Change below

16) Incorporated into the Fourteenth Change below

17) Included with Fifteenth Change below

18) Incorporated into the Sixteenth Change below

First Change:
Introduction

5G systems will extend mobile communication services beyond mobile telephony, mobile broadband, and massive machine-type communication into new application domains, so-called vertical domains, with special requirements toward communication services. Communication for automation in vertical domains comes with demanding requirements―high availability, high reliability, low latency, and, in some cases, high-accuracy positioning.

Communication for automation in vertical domains has to support the applications for production in the corresponding vertical domain, for instance, industrial automation and energy automation, but also transportation. This focus―together with regulations specific for vertical domains―have led to tailored communication concepts in vertical domains such as dependable communication as well as specific security standards and mechanisms. The present document provides an overview on these concepts, in order to foster a common understanding used in communication for automation in vertical domains and 5G communication services, as well as the inference of a common terminology.

Many vertical use cases have been analysed by 3GPP and resulted in several vertical communication requirements that are already part of TS 22.261 [3]. Besides the already specified KPIs for latency, jitter, reliability, communication service availability, and data rate, other general vertical communication requirements need to be transposed into potential service requirements for 5G systems. 

Communication for automation in vertical domains may take place in exclusive and/or private networks. Network monitoring interfaces are necessary in order to assure network operation (SLAs). Multiple verticals and users might be using the same 5G communication network (multi-tenancy). Furthermore, vertical domains have their own security standards, implementations, and vertical-domain specific regulations, leading to stage-1 potential security requirements. Finally, integration between 5G communication systems and already existing communication networks of vertical domains is required. 

Several missing representative vertical use cases for communication in automation in vertical domains are described in the present document and used for the derivation of further stage-1 potential requirements. These use cases focus on low latency, high reliability, and high communication service availability.  Examples are automated guided vehicles and rail-bound mass transit (subways and suburban rail).

The present document provides new use cases and stage 1 potential requirements that have not yet been covered in previous stage 1 specifications. It is based on input from relevant stakeholders of the respective vertical domains.
Second Change:

5.3.1.2
Major challenges and particularities

Major general challenges and particularities of the Factories of the Future include the following aspects:

… …

6)
5G systems shall support private operation by deploying exclusive network or private network within a factory or plant, which are isolated from PLMNs. This is required by many factory/plant owners for security, liability, availability and business reasons. Nevertheless, in the case of an exclusive network is deployed standardised and flexible interfaces shall be supported for seamless interoperability and seamless handovers between 5G PLMNs and private 5G systems.

Second Change:

5.3.1.3
Deployment aspects

Separate communication services may need to be provided for different application areas. Note that "separate" communication service can be physically, logically or virtually separate.

The application area "factory automation" consists of the use cases "motion control", "control-to-control", "mobile robots" and "massive wireless sensor networks". Communication services for factory automation meet stringent requirements; and operation is limited to a relatively small service area where no interaction with the public network (e.g., service continuity, roaming) is required.

The application area "process automation" consists of the use cases "mobile robots", "massive wireless sensor networks", "closed-loop process control", "process monitoring" and "plant asset management". Communication services for process automation meet stringent requirements. Interaction with the public network (e.g., service continuity, roaming) is required.

The application area "HMIs and production IT" consists of the use cases "mobile control panels with safety" and "augmented reality". Communication services for HMIs and Production IT meet stringent requirements; and are limited to a local service area where no interaction with the public network (e.g., service continuity, roaming) is required.

The application area "logistics and warehousing" consists of the use cases "control-to-control" and "mobile robots". Communication service for logistics and warehousing meet very stringent requirements; and are limited to a local service area (both indoor and outdoor). Interaction with the public network (e.g., service continuity, roaming) is required.

The application area "monitoring and maintenance" consists of the use cases "massive wireless sensor networks" and "remote access and maintenance". Communication services for monitoring and maintenance meet stringent requirements; and are limited to a local service area (both indoor and outdoor). Interaction with the public network (e.g., service continuity, roaming) is required.

Third Change:

5.3.2.1
Description

… …

In general, this use case has the most stringent requirements in terms of latency and service availability. The operation is limited to a relatively small service area, where no interaction with the public network (e.g., service continuity, roaming) is required.

Fourth Change:

5.3.5.1
Description

… …

In general, this use case has very stringent requirements in terms of latency and service availability. The required service area is usually bigger than for "motion control" (see Subclause 5.3.2), and interaction with the public network (e.g., service continuity, roaming) is not required.

Fifth Change: 

5.3.6.1
Description

… …

In general, this use case has very stringent requirements in terms of latency and service availability. The required service area is usually bigger than for "motion control" (see Subclause 5.3.2), and interaction with the public network (e.g., service continuity, roaming) is not required.

Sixth Change: 

5.3.7.1
Description

… …

Depending on the operation area, this use case may have different requirements:

· in a limited service area (likely indoor), ultra-low latency is required and not interaction with the public network (e.g., service continuity, roaming);

· in a wide service area (several kilometres, likely outdoors), the latency requirement is relatively relaxed and interaction with the public network (e.g., service continuity, roaming) may be required.

Seventh Change: 

5.3.8.1
Description

… …

This use case has relatively moderate latency requirements. The required service area is usually bigger than for "motion control" (see Subclause 5.3.2). Interaction with the public network (e.g., service continuity, roaming) may be required.

Eighth Change: 

5.3.9.1
Description

… …

The operation for this use case can be in a wide service area, and interaction with the public network (e.g., service continuity, roaming) may be required.  

Ninth Change:

5.3.10.1
Description

… …

This use case has relatively moderate latency requirements. The required service area is usually bigger than for "motion control" (see Subclause 5.3.2). Interaction with the public network (e.g., service continuity, roaming) may be required.

Tenth Change:

5.3.11.1
Description

… …
This use case has very stringent requirements in terms of latency and service availability. The required service area is usually bigger than for "motion control" (see Subclause 5.3.2). Interaction with the public network (e.g., service continuity, roaming) is not required. 

Eleventh Change:

5.3.12.1
Description

… …
The operation for this use case can be in a wide service area, and interaction with the public network (e.g., service continuity, roaming) may be required.

Twelfth Change:

5.3.13.1
Description

… …
The operation for this use case can be in a wide service area, and interaction with the public network (e.g., service continuity, roaming) may be required.

Thirteenth Change:

5.3.18.2
Preconditions

Life cycle chain status: a modular production environment adaptable to the different variants of product orders is up and running. Modular assembly stations can be added or moved inside the production area. 

Communication infrastructure: a private, local network inside the manufacturing hall is installed, and the deployment is adapted to the flexible production layout. The local, private network or exclusive network is realised by a 5G system.

…

5. 3.18.6
Potential requirements


5.3.18.6.1
Reconfiguration of the private 5G network for flexible production 
Changing the configuration should not compromise QoS guarantees of operating communication services. But a change in the physical production layout could imply changes in the communication infrastructure. Example: dynamic size adaption of radio cells.  This requires adding geographic information in QoS communication service requests.

	Reference number
	Requirement
	Comment

	Factories of the Future 18.1
	The 5G system shall be able to expose information to authorised users about allocated and free network service resources in a private and an exclusive network. The exposure shall take place via an API. Said information shall, if requested, disclose the geographic distribution of said resources.
	The geographic information can, for instance, be the geographic location of the private 5G network's bases stations within a factory hall.

	Factories of the Future 18.2
	The 5G system shall be able to deliver the response message (described in requirement 18.1) within 1s.
	

	Factories of the Future 18.3
	The 5G system shall support fast configuration/reconfiguration of a radio access point in an exclusive network or a private network within 3s after being power on till the radio access point is ready for service. 
	The 3s include the reconfiguration time of the entire device.

	Factories of the Future 18.4
	The 5G system shall support the capability to notify the network status change to the authorised user in an exclusive network or a private network within 1s when the associated notification trigger event occurs in the exclusive network or the private network, such as hardware was added or removed (after rebooting the new pertinent network part), communication service disruptions.
	This time budget includes initiating and reconfiguring for basic communication services.

The network status shall reflect changes in the network such as: power down of base station; power up of base station; base station going through a firmware update.

Another examples for  changes in the network is that One or several (communication) services within a certain geographic area are no longer available. 

By aid of this information, production processes can be changed, for instance the route of AGVs in the factory.

The 1s time line is stems from the desire of factory owners to use HMIs for network status monitoring, and experience shows that any longer refresh times of the status will not be accepted by the factory workers.


5.3.18.6.2
Maintaining and operating 5G communication in flexible production scenarios

Running a highly available and reliable private network or exclusive network for production environments requires different maintenance than for a typical IT office network. Prohibitive capital damage can result from the violation of the requested communication service quality. Therefore, the maintenance of private networks or exclusive networks in factories requires knowledge of the production process. This is the reason for why the private network or the exclusive network in production is the responsibility of the infrastructure operator (see Subclause 6.2). Management tools and rules to run and maintain a 5G network have to be adapted to the different qualification and view of the staff in a production environment. Furthermore, after damages with high economical impact, analysis based on trusted, logged network monitoring information is needed for identifying the failure origin and cause. 

	Reference number
	Requirement
	Comment

	Factories of the Future 18.5
	The 5G system shall support an open interface for communication service monitoring to authorised users in an exclusive network or a private network. 
	This includes QoS monitoring

	Factories of the Future 18.6
	The update rate of service monitoring information as per requirement 18.6 shall be larger than 1 s-1.
	

	Factories of the Future 18.7
	The 5G system shall be able to log the communication history in an exclusive network or a private network. This log includes information about what parts of the SLA are not met, and expose it to the authorised exclusive network users or the authorised private network users. The 5G system shall be able to time-stamp the events reported in the log with the network time and to relate the positions of the involved UEs and the radio access points in the exclusive network or the private network to these events.
	

	Factories of the Future 18.8
	The exclusive network or the private network shall offer an interface and the related functionality for synchronising UEs with external clocks through the 5G system.
	An example for external clocks is national standard clocks (NIST, PTB etc.)

	Factories of the Future 18.9
	The 5G system shall be able to provide the connectivity status and geographic position of all UEs and radio access points in an exclusive network or a private network. This includes the UEs' access point connection information, i.e. what access point maintains a physical or mere logical connection with the UEs in question. 
	Preferred standardised localisation formats are: JT (ISO 14306) and STL (stereo-lithography). 

A status example is: "in sleep mode".

	Factories of the Future 18.10
	The 5G system shall provide an API to authorised users for monitoring the resource utilisation of the network service in an exclusive network or a private network (radio access point and the transport network (front, backhaul).
	

	Factories of the Future 18.11
	The 5G system shall be able to respond to communication service requests that are tied to a pre-defined geographic area in an exclusive network or a private network. The 5G service shall be able to negotiate the related communication service QoS with the UE. 
	One influencing parameter included in the service call is the description of the geographic area in which the communication service is to be delivered.

	Factories of the Future 18.12
	The 5G system shall be able to respond to a communication service request in an exclusive network or a private network within 100 ms.
	The response needs to include the service offering. The service offering can be void.

	Factories of the Future 18.14
	The 5G system shall be able to create and store communication service monitoring logs in a secure manner for exclusive networks or private networks. The integrity of monitoring logs shall be protected.
	


5.3.18.6.3 
Public networks in flexible production scenarios

… …
	Reference Number
	Requirement
	Comments

	Factories of the Future 18.15
	the 5G system shall be able to respond to an authorized user request to provide real-time QoS monitoring and logging data within 5s, regardless of whether an UE is connected to the exclusive network or a the PLMN of the MNO that operates the exclusive network.  
	This assumes, of course, that the user is connected to the 5G system, e.g. via an UE and that the monitoring service request is granted.

This scenario is interesting from a coverage point of view. Instead of extending the coverage of the specialised network so that it also covers the outdoor areas of a factory, the PLMN can decide to provide coverage in that area via the PLMN.  



	Factories of the Future 18.16
	The 5G system shall be able to limit authorised communication services to defined areas, network segments, automation devices, or applications. The related access rights can be organised by user groups.
	

	Factories of Future 18.17
	The 5G system shall be able to also offer PLMN services for authorised UEs that are connected to the slice of the PLMN that serves this UE. 


	The exclusive slice is part of the PLMN. 

Here, access to the PLMN slice is conditioned on authorisation by the lists provided by the factory owner or their delegates. Such lists can include the exclusion of UEs that are black-listed in the slice. Communication between the PLMN and the PLMN slice in takes places via a secure interface.

Rationale: if, for instance, a laptop on the shop floor is connected to the slice, parallel connections to the public 5G network through a dedicated slice can be established. 

	Factories of the Future 18.18
	The 5G system shall be able to synchronize the time clock of the UEs that are distributed across several 5G deployments. The 5G system shall expose related clock interfaces to other trusted 5G deployments.
	Examples: An UE leaves the coverage area of the exclusive network and attains access and subsequently a time signal from the PLMN..


Fourteenth Change:
5.3.20
Exclusive-PLMN interaction

5.3.20.1
Description

An enterprise deploys a 5G exclusive network within its factory complex.  The network supports robotic controls for the manufacturing equipment; communications between the equipment and the UEs of the responsible employees; and communications between employee UEs. The manufacturing equipment is limited to receiving service only on the exclusive network. The employee UEs are capable of being used both on the exclusive network—for communicating with other devices on that network—and on the PLMN, for communicating to other UEs outside of the private network. 

The robotic controls require URLLC capabilities that ensure appropriate actions are taken by the robots. As these requirements can be quite different from those for supporting the employee UEs, the network resources providing URLLC capabilities may be reserved for use by the robotic controllers.  This separation of resources is needed to prevent an employee UE from using the URLLC radio or network resources, and potentially interfering with a robotic controller’s ability to precisely control a factory robot. 

UEs that do not belong to the factory are not allowed to access the exclusive network, to avoid any use of exclusive network resources by non-authorised UEs. Since the exclusive network may overlap the coverage are of one or more PLMNs, there is a risk of excessive resource usage and churn if a UE that does not belong the factory finds a stronger signal from the exclusive network and attempts to attach to the exclusive network, only to be rejected later based on authentication or authorisation validation. This is of particular concern for a URLLC type capability where the churn may impact the ability of a time sensitive factory UE (e.g., robotic controller) in receiving access to the network.

Since some UEs also need to be able to communicate over the PLMN as well as within the exclusive network, the enterprise provides employees with a selection of UEs and service providers/MNOs for their PLMN usage. These UEs need to be able to support simultaneous service on both the exclusive network and PLMN, as in the case where the employee is receiving communication from a piece of manufacturing equipment regarding a processing problem and simultaneously consulting with a remote colleague for the appropriate corrective action. 

The system needs to support service continuity for UEs that cross between the PLMN and the exclusive network while actively engaged in a communication.  For example, an employee may call a colleague while driving to work. When the employee reaches work and enters the building, the UE is handed over to the exclusive network, at which time the communication continues with no disruption in service. The exclusive network may provide better coverage within the building as well as support additional functionality related to the factory business that is not available in the PLMN.

5.3.20.2
Pre-conditions
The factory equipment is only able to access the exclusive network.

The employee UEs may access both the exclusive network and a PLMN.  

The employee UEs may simultaneously be active on both the exclusive network and a PLMN.

The employee UEs may handover between the exclusive network and PLMN when entering or leaving the factory complex.

Non-authorised UEs are not allowed access to the exclusive network.

5.3.20.3
Service Flows
A piece of factory equipment detects an error condition and reports the problem to the human supervisor. This communication may take place in a variety of data formats, from a short text message to streaming video.

A robotic controller responds in a timely and efficient manner to an alert from one of the factory robots, providing corrective instructions that prevent an accident.

The supervisor needs to consult a colleague to address the issue. The colleague is on the way to the factory, but currently outside the range of the exclusive network, so the remote colleague is currently receiving service from the PLMN.  If dual coverage is available by both the exclusive network and PLMN, the supervisor can select which to use for the external call.

As the two colleagues are talking, the remote colleague reaches the factory and the UE is handed over to receive service from the exclusive network where better coverage is available.  

A person walking past the factory attempts to make a call using their personal UE. The UE is only able to access the PLMN. 

5.3.20.4
Post-conditions
There is no disruption of service when the supervisor uses the exclusive network for communication with the factory equipment and the PLMN for communication with the remote colleague.

There is no resource conflict between the robotic controller and the employee UEs using the exclusive network.

There is no disruption of service when the remote colleague reaches the factory and is switched from PLMN to exclusive network service.

There is no use of exclusive network resources by the non-authorised UE.
5.3.20.5
Potential Requirements 
	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 20.1
	The 5G system shall support the deployment of private and exclusive networks.
	
	A private or exclusive network may be realised as e.g., private equipment, contracted with an MNO, network slice

This is a deployment requirement rather than a technical requirement.



	Factories of the Future20.2
	The 5G system shall support a mechanism for a UE to identify a private or exclusive network.
	
	This requirement may be met in different ways, depending on how the private or exclusive network is realised (e.g., private equipment, contracted with an MNO, network slice)

	Factories of the Future 20.3
	The 3GPP system shall support a mechanism to allow a UE to select a private or exclusive network it is authorised to access.
	
	This requirement may be met in different ways, depending on how the private or exclusive network is realised (e.g., private equipment, contracted with an MNO, network slice)

	Factories of the Future 20.4
	A UE shall be able to detect the availability of a private or exclusive network supported by a cell before attempting to access the cell.
	
	This requirement may be met in different ways, depending on how the private or exclusive network is realised (e.g., private equipment, contracted with an MNO, network slice)

	Factories of the Future 20.5
	The 3GPP system shall support a mechanism to prevent a UE from accessing a private or exclusive network it is not authorised to select.
	
	This requirement may be met in different ways, depending on how the private or exclusive network is realised (e.g., private equipment, contracted with an MNO, network slice)

	Factories of the Future20.6
	A UE shall support multiple simultaneously active subscriptions.


	
	

	Factories of the Future 20.7
	A UE shall support a mechanism to simultaneously receive services using multiple subscriptions and connections to multiple private or exclusive networks and/or PLMNs.
	
	

	Factories of the Future 20.8
	Subject to an agreement between the operators/service providers, operator policies and the regional or national regulatory requirements, the 5G system shall support intersystem mobility between an exclusive network and a PLMN.
	
	Supporting intersystem mobility between an exclusive network and PLMN depends on several factors e.g., having the appropriate business relationship in place between the network operators. 

Using common identifiers

Using common authentication



	Factories of the Future 20.9
	A private o rexclusive network shall be able to provide service for UEs with subscriptions to different private network,exclusive network, and/or PLMN operators.
	
	This requirement allows the case where the private or exclusive network provides service for both UE1 and UE2 where UE1 also has a subscription with MNO-A and UE2 also has a subscription with MNO-B.

	Factories of the Future 20.10
	A private or exclusive network shall be able to operate in either licensed or unlicensed bands.
	
	


5.3.21 Communication monitoring, diagnosis, and error analysis

5.3.21.1
Description

An industrial automation application is a complex system that encompasses many hardware and software products of different types and from different vendors. Industrial automation systems are locally distributed and are typically served by wired and wireless communication networks of different types and with different characteristics. If the production process—or one of its sub-processes—does not work properly, there is the need to quickly find and eliminate the related error or fault in order to avoid significant production and thus financial losses. To that end, automation devices and applications implement diagnosis and error-analysis algorithms as well as predictive maintenance features.

Due to their inherent challenges, wireless communication systems are usually under suspicion in case an error occurs in a distributed automation application. Therefore, diagnosis and fault analysis features for 5G communication systems are required. The 5G communication system needs to provide sufficient monitoring information as input for such diagnosis features.

The related communication services can be provided by a locally deployed private network or exclusive network or by a private or exclusive slice in a PLMN.

Fifteenth Change:

5.6.1.4
Major challenges and particularities

Major general challenges and particularities include the following aspects:

… …

6)
5G systems shall support private operation by deploying exclusive network or private network within a local distribution grid, which are isolated from PLMNs. This is required by many distribution system owners (DSO) for security, liability, availability and business reasons. Nevertheless, in the case of an exclusive network is deployed standardised and flexible interfaces shall be supported for seamless interoperability and seamless handovers between 5G PLMNs and dedicated 5G systems.
Fifteenth Change:

5.6.4
Power distribution grid fault and outage management: distributed automated switching for isolation and service restoration for overhead lines

… …
5.6.4.5 
Challenges to the 5G system

The major challenge is the "bursty", peer-to-peer, layer-2, multicast IEC 61850 GOOSE communication with end-to-end latency requirement of less than 5 msec. The highest priority and reliability has to be applied to the IEC 61850 GOOSE message transmission. Message loss and corruption shall be avoided as much as possible. Interference with other, lower priority traffic shall be minimised.

There are stringent requirements on communication service availability and reliability, which can be achieved, among others, by appropriate resilience and redundancy measures. The duration of communication service interruptions must be minimised as much as possible (high maintainability).

Wireless communication with the controller units must not be interrupted or disturbed in case of power grid failure in affected area. This means the 5G base stations etc. need to provide uninterruptible power supplies (UPSs) or similar solutions.

Some power utilities require private wireless communication solution either operated by their own or by a service provider under contract. SLAs are common when service providers are involved.

Other power utilities require virtual exclusive networks over a PLMN. Traffic separation, QoS, and SLAs are essential.

The controller units usually implement state-of-the-art, end-to-end security measures like authentication, integrity protection and encryption. The security features of mobile networks can provide an additional level of security, e.g. for the unencrypted IEC 61850 GOOSE messages. The data encryption in the mobile network shall not result in exceeding the aforementioned end-to-end latency requirement of the time-critical IEC 61850 GOOSE communication.

Furthermore, the mobile network shall provide capabilities of denial-of-service prevention, particularly on the air interface.

5.6.4.6 
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Electric Power Distribution 3.1
	The 5G system shall support peer-to-peer layer-2 multicast message communication, e.g. IEC 61850 GOOSE, with an end-to-end latency of less than 5 ms.
	T
	

	Electric Power Distribution 3.2
	The 5G system shall support a communication service availability of at least 99,9999%.
	T
	

	Electric Power Distribution 3.3
	The 5G system shall provide QoS: the peer-to-peer layer-2 multicast message communication, e.g. IEC 61850 GOOSE, shall be carried with the highest priority applicable to user data. Interference from lower-priority traffic shall be minimised.
	T
	

	Electric Power Distribution 3.4
	The 5G system shall provide minimum packet loss and corruption for the high-priority peer-to-peer layer-2 multicast message communication, e.g. IEC 61850 GOOSE. The packet error ratio shall be 10-6 or less.
	T
	

	 Electric Power Distribution 3.5
	The 5G communication shall not be interrupted or disturbed in case of power grid failure (power supply outage) in the served area.
	T
	

	Electric Power Distribution 3.6
	The 5G system shall support private networks operated and exclusive networks. 
	T
	

	 Electric Power Distribution 3.7
	The 5G system shall support virtual private networks and exclusive networks over PLMNs with traffic separation between tenants and with QoS capabilities. 
	T
	

	 Electric Power Distribution 3.8
	The 5G system shall support Service Level Agreements (SLAs) for private network, exclusive network and PLMN solutions which fulfilment can be supervised by the involved parties. This implies, among others, QoS monitoring by the user.
	T
	

	 Electric Power Distribution 3.9
	The 5G system shall provide state-of-the-art information security capabilities regarding user data authenticity, integrity, confidentiality and denial-of-service prevention.
	T
	


Sixteenth Change:
5.8.1.2
Major challenges and particularities

Major general challenges and particularities of the PMSE industry include the following aspects:

1. There is not only a single class of use cases, but there are several different use cases with a wide variety of different requirements. This implies the need for adaptability and scalability of the 5G system.

2. Typical PMSE deployment scenarios are confined in a local geographical area and show short-term (e.g. from some hours to some weeks) to long-term (e.g. from some months to some years) durations.

3. Typical professional live production setups come with stringent requirements in terms of end-to-end latency, communication service availability, communication service reliability, jitter, audio/video quality, number of wireless links per site, and synchronicity. Failures of wireless links during a live event or a live production are unacceptable for the CCI and their customers. Therefore, additional efforts towards improved transmission robustness and a more effective interference management have to be considered.

4. For reliable operation of the wireless equipment, professional PMSE requires controlled interference environments, e. g. through appropriate spectrum access and interference mitigation techniques.

5. There is a growing demand from the end users for new and more differentiated services. Examples are augmented reality (AR), virtual reality (VR) and other new immersive experiences. These services will require increasing spectrum availability.

6. Use cases of typical PMSE applications, as described in the following sections, are not yet covered by the technical requirements of the ongoing discussions within Media & Entertainment (M&E) sector by 3GPP. This is because, so far, the M&E sector has focused only on media distribution and reception rather than on production and live audio/video production that brings in requirements of an URLLC use-case.

7. 5G systems need to support private network and exclusive network deployment and operation within an event location. This is required by many PMSE operators for security, liability, availability and business reasons. Nevertheless, standardised and flexible interfaces shall be supported for seamless interoperability and seamless handovers between PLMNs and exclusive network deployments.

8. The 5G system shall be able to support continuous monitoring of the current network state in real-time, to take quick and automated actions in case of problems, and to conduct efficient root-cause analyses in order to avoid any undesired interruption of the A/V content production, which may incur huge financial damage. Particularly, if a third-party network operator is involved, accurate run-time SLA monitoring is needed as the basis for possible liability disputes in case of SLA violations (see Subclauses 4.3.4.2 and 4.3.4.3).

