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[bookmark: _Toc506562125]Annexe A:
Characteristic parameters and influence quantities
[bookmark: _Toc506562126]A.1	Transmission time (end-to-end latency)
The transmission time is a fundamental characteristic parameter which can be used for the assessment of the availability and real-time capability of a wireless system. In this context, it is of interest to know how long the transmission of user data from the source (e.g. a sensor) to the target (e.g. a controller) takes. A consistent understanding of this period of time requires precise stipulation of the start and end of measurement. The transmission time is the period from transferring the first discrete component of the application message (e.g., bit or octet) to the interface between application and wireless communication of a source and the handover of the last discrete component of the same user data from the interface between the wireless communication and application of a target (see Figure A.1-1). The type of the interface between wireless communication and application isare always to be stated together with the characteristic parameter values.


[bookmark: _Toc484790023]Figure A.1-1: Definition of the transmission time.
As shown in Figure A.1-1, the values for transmission time fluctuate, for instance because retransmission is needed. They transmission time cannot fall below a certain minimum, but it typically scatters around a value close to that minimum. The value which occurs most frequent, i.e. the modal value, is usually better suited than the mean value as a measure of tendency for the transmission time. What is a sensible spread parameter for the transmission time depends on the use case and implementation. An example spread parameter is percentile P95, i.e. the maximum value for 95% of all transmissions. 
[bookmark: _Toc506562127]A.2	Up time, down time and up state, down state

The assessment of communication is referring to message transmissions. Message transmission ratings can be correctly received, incorrectly received, or lost. A lost message is a message which left the source application and never reached the target application. 
Up time and down time can be derived from the introduced types of messages. As far as timely received messages are correct, the communication is in up state. The time interval of this state experienced by the target device is called up time or up time interval. If a message loss or an incorrectly received message is detected the communication is in down state. The time interval of this state experienced by the target device is called down time or down time interval. Alternatively, the terms available and unavailable may be used. This behaviour is illustrated in Figure A.2-1. 


[bookmark: _Ref498436843]Figure A.2-1: Definition of up time, down time and up state, down state, also showing survival time.
The flow of events in Figure A.2-1 is as follows. The network is up and running (blue line indicates up state). A source device starts sending messages to a target device (orange arrows) to a target device, on which an automation function (application) is running. The communication service is, from the point of view of the target application, in an up state (green line is on UP). The up/down state of the application is based on correctly received messages. Note that the up time interval of the application starts later than the up state of the network, i.e. with the receipt of the first message from the source device. The network transitions into down state if it no longer can support end-to-end transmission of the source device's messages to the target device according to the negotiated communication QoS. Once the application on the target device senses the absence of expected messages ("Deadline for expected message" in Figure A.2.-1), it will wait a pre-set period before it considers the communication service to be unavailable ("Deadline for message reception" in Figure A.2-1). This is the so-called survival time [3]. The survival time can be expressed as a period of time or, especially with cyclic traffic, as maximum number of consecutive incorrectly received or lost messages. If the survival time has been exceeded, the application transitions the status of the communication service into a down state (green line of application changes to DOWN in Figure A.2-1). The application will usually take corresponding actions for handling such situations of unavailable communication services. For instance, it will commence an emergency shutdown. Notice that this does not imply that the target application is shut off; rather it transitions into a pre-defined state, e.g. a safe state. As a general rule, the target application still "listens" to incoming packets or may try to send messages to the source application. Once the network/communication service is in the up state again (blue line in Figure A.2-1 changes to UP), the communication service state as perceived by the target application will change to the up state. The communication service is thus again perceived as available (green line of communication service changes to UP in Figure A.2-1) as soon as a message is correctly received by the application at the target device. The state of the application, however, depends on the counter measures taken by the application. The application might stay in down state if it is in a safe state due to an emergency shutdown. Or, the application may do a recovery and change to up state again.
Note that it is the down time interval of the communication service as experienced by the application that will be used to calculate the availability of the communication service. For instance, in case the communication service is expected to run for a time T, the unavailability U of the communication service can be calculated as

Where Δti is the length of the i-th downtime interval within the time period T. The communication service availability A can then be calculated as A = 1–U. 
Up state and down state and the corresponding up time interval and down time interval are also available at the source device. However, they are experienced a little differently with respect to the points in time as illustrated in Figure A.2-1.
[bookmark: _Toc506562128]A.3	Jitter - characterisation of timeliness
Time requirements are typically specified with two values: characteristic time and jitter. 
Characteristic time: is the target value of the time parameter in question, e.g. end-to-end latency.
Jitter: The jitter is the variation of a (characteristic) time parameter. An example is the variation of the end-to-end to latency. If not stated otherwise, jitter specifies the symmetric value range around the target value (target value  jitter/2). If the actual time value is outside this interval, the transmission was not successful. Figure A.3-1 shows an example of transmissions with jitter. Note that the end-to-end latency may scatter even for successful transmissions.
[image: ]
[bookmark: _Ref498491620]Figure A.3-1:	End-to-end latency and end-to-end latency jitter

Typical characteristic parameters to which jitter values are ascribed are
-	transfer interval;
-	end-to-end latency;
-	update time.

Note, that jitter is not always explicitly stated in technical documents. In such a case, the maximum value of the characteristic time parameter needs to be known. Sometimes, also a minimum value may be given. This time should not be undershot. A minimum value is only used in particular use cases, for instance, when putting labels at a specific location on moving objects.

[bookmark: _Toc506562129]A.4	Periodicity - cycle time, transfer interval, and update time
In industrial automation applications, sensor data is in many cases gathered periodically in many cases. Accordingly, actuator data is provided periodically, too. Therefore, the transmission of this data via communication networks is in most cases also periodically in most cases. 
NOTE: 	Periodic communication is usually continuous. After the related automation functions are activated—e.g. controlling, sensing, and actuating—periodic data transmission continuous until these functions are stopped. In extreme cases, continuous operation can extend over a calendar year or more.  
Event driven data transmission might be also used. In this case, additional periodic control messages are introduced for dependability reasons. These are called heart beat messages or keep alive messages.
The periodic processes within industrial automation applications are often called cycle and the related interval cycle time. Unfortunately, the term cycle has different meanings depending on the point of view. With respect to the periodic communication, it is better to use the communication-related terms transfer interval and update time instead of cycle time.
Periodic communication or periodically means that a transfer intervaltransmission is repeated. For example, a transmission occurs every 15 ms. Reasons for a periodical transmission can be the periodic update of a position or the repeated sensing or monitoring of a characteristic parameter. Although a transmission of a temperature every 15 minutes is a periodical transmission, too, most periodic transfer intervals in communication for automation are rather short.  The user experienced data rate of periodic communication of fixed message sizes is the message size divided by the transfer interval. For instance, for a message size of 40 byteB and a transfer interval of 1 ms, the user experienced data rate is 40 byteB/1 ms = 320 kb/s.
The update time is the equivalent of the transfer interval at the receiver. A periodic transmission is started once and continuous unless a stop command is provided. Figure A.4-1 illustrates transfer interval and update time.
[image: update time jitter]
Figure A.4-1 – Transfer interval and update time of periodic communication
NOTE:ote, the update time may experience jitter even for an isochronous transfer interval. This can be caused by varying waiting times until the actual transmission, for instance, varying waiting times for the assigned timeslots in TDMA superframes. This has to be taken into account when requirements are specified and for the assurance of quality of service.
[bookmark: _Toc506562130][bookmark: _Ref469923952][bookmark: _Toc474388198]
Annexe B:
Communication errors
[bookmark: _Toc506562131]B.1		Introduction
IEC 61784-3-3 describes fundamental communication errors which can be identified for applications with functional safety requirements [25]. The description of these communication errors refers to field buses. These errors may however also occur in other communication systems.
[bookmark: _Toc461008780][bookmark: _Toc506562132]B.2		Corruption
Messages may be corrupted due to errors within a bus participant, due to errors on the transmission medium, or due to message interference.
NOTE 1: Message error during transfer is a normal event for any standard communication system;, such events are detected with high probability at receivers with high probability by use of a hash function. and the message is ignored.
NOTE 2: Most communication systems include protocols for recovery from message transmission errors, so these messages will not be classed as 'lLoss' until recovery or repetition procedures have failed or are not used.
NOTE 3: If the recovery or repetition procedures take longer than a specified deadline, a message is classed as 'unacceptable delay'.
NOTE 4: In the very low probability event that multiple errors result in a new message with correct message structure (for example addressing, length, hash function such as CRC, etc.), the message will be accepted and processed further. Evaluations based on a message sequence number or a time stamp can result in fault classifications such as unintended repetition, incorrect sequence, unacceptable delay, insertion [25].
[bookmark: _Toc461008781][bookmark: _Toc506562133]B.3		Unintended repetition
Due to an error, fault or interference, old not updated messages are repeated at an incorrect point in time.
NOTE 1:	Repetition by the sender is a normal procedure when an expected acknowledgment/response is not received from a target station, or when a receiver station detects a missing message and asks for it to be resent.
In some cases, the lack of response can be detected and the message repeated with minimal delay and no loss of sequence, in other cases the repetition occurs at a later time and arrives out of sequence with other messages.
NOTE 2:	Some field buses use redundancy to send the same message multiple times or via multiple alternate routes to increase the probability of good reception [25].
[bookmark: _Toc461008782][bookmark: _Toc506562134]B.4		Incorrect sequence
Due to an error, fault or interference, the predefined sequence (for example natural numbers, time references) associated with messages from a particular source is incorrect.
NOTE 1:	Field bus systems can contain elements that store messages (for example FIFOs in switches, bridges, routers) or use protocols that can alter the sequence (for example by allowing messages with high priority to overtake those with lower priority).
NOTE 2:	When multiple sequences are active, such as messages from different source entities or reports relating to different object types, these sequences are monitored separately and errors can be reported for each sequence [25].
[bookmark: _Toc461008783][bookmark: _Toc506562135]B.5		Loss
Due to an error, fault or interference, a message or acknowledgment is not received [25].
[bookmark: _Toc461008784][bookmark: _Toc506562136]B.6		Unacceptable delay
Messages may be delayed beyond their permitted arrival time window, for example due to errors in the transmission medium, congested transmission lines, interference, or due to bus participants sending messages in such a manner that services are delayed or denied (for example FIFOs in switches, bridges, routers).
NOTE: 	In underlying field buses using scheduled or cyclic scans, message errors can be recovered in the following several ways:
a)	immediate repetition;
b)	repetition using spare time at the end of the cycle;
c)	treating the message as lost and waiting for the next cycle to receive the next value.
In case (a), all the following messages in that cycle are slightly delayed, while in case (b) only the resent message gets a delay.
Cases (a) and (b) are often not normally classed as an unacceptable delay.
Case (c) would be classed as an unacceptable delay unless the cycle repetition interval is short enough to ensure that delays between cycles are not significant and the next cyclic value can be accepted as a replacement for the missed previous value [25].
[bookmark: _Toc461008786][bookmark: _Toc506562137][bookmark: _Toc461008785]B.7		Masquerade
Due to a fault or interference, a message is inserted that relates to an apparently valid source entity, so a non-safety related message may be received by a safety related participant, which then treats it as safety related.
NOTE:	Communication systems used for safety-related applications can use additional checks to detect mMasquerade, such as authorised source identities and pass-phrases or cryptography [25].
[bookmark: _Toc506562138]B.8		Insertion
Due to a fault or interference, a message is received that relates to an unexpected or unknown source entity.
NOTE:	These messages are additional to the expected message stream, and because they do not have expected sources, they cannot be classified as cCorrect, uUnintended repetition, or iIncorrect sequence [25].
[bookmark: _Toc461008787][bookmark: _Toc506562139]B.9		Addressing
Due to a fault or interference, a safety- related message is delivered to the incorrect safety related participant, which then treats reception as correct [25].
[bookmark: _Toc506562140]
Annexe C:
Communication system errors
[bookmark: _Toc506562141]C.1		Hardware errors
Hardware errors encompass the failure or disturbance of the function of electrical, electronic and programmable components. They are caused by physical and chemical processes which take place in the environment or in the system. If the function of a component no longer meets the specification, it is—as a rule—assessed as unusable and therefore as failed.
Depending on the cause, the scope and the speed of occurrence, distinctions are made between:
-	random failure and deterministic failure;
-	total failure and partial failure;
-	sudden failure and degradation failure, and fatigue failure;
-	hardware errors (may, for example, be caused, for example, by poor workmanship);
-	components of sub-standard quality,
-	ageing;
-	overloading (e.g. clock frequency, voltage or current);
- 	high or low temperatures;
- 	frequent temperature changes;
-	impacts, acceleration, or vibration;
-	electrical, magnetic, or electromagnetic fields;
-	ionising radiation.
[bookmark: _Toc506562142]C.2		Software errors or program errors
Software errors or program errors encompass the malfunction of computer programs. Distinctions are made between the following kinds of software error:
-	Syntax errors: infringements of the grammatical rules of the programming language used. A syntax error prevents compilation of the defective program. Syntax errors are not as a rule of interest in run time, unless a programming language which interprets the program sequentially is used.
-	Run time errors: designates all kinds of errors which occur during running of the programrun time; example: for instance exceeding the value range or incorrect data types for variables on input, when there is no verification or an incorrect version of the operating system is used.
[bookmark: _Toc468874214][bookmark: _Toc474388200]-	Logical errors: occur withdue to an incorrect entry or incorrect algorithm. 
-	Design errors: are errors in the basic concept which are caused by the assumption of incorrect requirements or defective software design.
-	Errors as a consequence of physical operating conditions:; electromagnetic fields, radiation, mechanical stresses, temperature fluctuations, etc. can lead to errors even in systems that are working within the specification. 
Considerations of software and hardware errors can be found, for example, in IEC 62439 [26], which also deals with concepts of redundancy in industrial Ethernet networks, or in IEC 62673 [24], in which a general methodology for dependability assessment and assurance in communication networks throughout their life cycles is described.
[bookmark: _Toc506562143]C.3		Physical link errors
In wireless transmission, the physical link presents a special challenge. The environment in which it is used has a great influence on the dependability parameters. A distinction is made between passive influences (where the signal transmitted is influenced on the way to the target) and active influences (where additional signals impair recognition of the useful signal at the target). The passive influences include the distance (distance-related attenuation of the signal), metallic obstacles (reflection, diffraction and refraction of the signal), dielectric obstacles (attenuation of the signal) and heavy rain or fog (absorption of the signal). Active influences result from the transmission of electromagnetic waves in the vicinity of the communication devices. The passive and active influences are referred to as disturbances. These disturbances have an effect on the physical link and can be the cause of transmission errors.

oleObject1.bin












.

.

.











.

.

.

Transmission time











Distributed application function

Reference interface function

Wireless communic. function

Wireless transmission

Wireless communic. function

Reference interface function

Distributed application function

Wireless communication device

Target

Source

Wireless communication device




































image2.emf
DOWN   UP

Up Time Interval

Start of 

transmission

Down 

time 

interval

Failure

Deadline for 

Message Reception

Incorrectly Received

or Lost 

Messages

Network

Operational Interval

≙ 

Up Time Interval

time

Survival Time

Correctly Received 

M

essages

DOWN   UP DOWN   UP

Communication

Service

Target Device

as experienced 

by application

Source Device

Down Time Interval


Microsoft_Office_PowerPoint-Folie1.sldx










DOWN   UP





Up Time Interval





Start of transmission



Down time interval

Failure

Deadline for 

Message Reception



Incorrectly Received
or Lost Messages









Network

Operational Interval

≙ Up Time Interval



time

Survival Time

Correctly Received Messages

DOWN   UP

DOWN   UP

Communication

Service

Target Device

as experienced 

by application

Source Device

Down Time Interval












image3.emf
 

End

-

to

-

end latency 

jitter

End

-

to

-

end latency

Distributed 

application 

function

Reference 

interface 

function

Wireless 

communic. 

function

Wireless 

transmission

Wireless 

communic. 

function

Reference 

interface 

function

Distributed 

application 

function

Wireless communication device

Target Source

Wireless communication device

End

-

to

-

end latency


image4.emf
Update time jitter

Update time

Application

Reference 

interface 

function

Wireless 

device 

function

Wireless 

transmission

Wireless 

device 

function

Reference 

interface 

function

Application

Wireless device

Target Source

Wireless device

Transfer interval


image1.emf
.

.

.

.

.

.

Transmission time

Distributed 

application 

function

Reference 

interface 

function

Wireless 

communic. 

function

Wireless 

transmission

Wireless 

communic. 

function

Reference 

interface 

function

Distributed 

application 

function

Wireless communication device

Target Source

Wireless communication device


