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4.3
Automation

4.3.1
Data flows in automation

4.3.1.1
Introduction

The term automation stands for the control of processes, devices, or systems in vertical domains by automatic means [10]. Note that a process always includes physical entities and their attributes. By providing particular input to a process, one tries to generate a particular output (see Figure 4.3.1.1-1). 
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Figure 4.3.1.1-1: Process to be controlled [10]. Note that the process always has a physical component 

NOTE: Example: input = heat; process = chemical reaction in a gas. In this example, the output is the chemical reaction products.
Examples for such processes are chemical processes in the chemical industry, the control of subways, and factory automation with industrial robots. Example (1): the process in question is a chemical reaction and the input is heat; the yield of the chemical reaction, i.e., the output, varies with said heat. Example (2): for a subway, the input can be electrical energy, the process the acceleration of the subway, and the output reaching the cruising velocity of the subway.

The technology related to automation is referred to as operational technology, which "is hardware and software that detects or causes a change through the direct monitoring and/or control of physical devices, processes and events in the enterprise." [12]. An overview of operational-technology devices can be found elsewhere in the literature [11]. The last decade has seen an increased integration of operational and information technology [14]. Automation technology can be used in private settings such as factories, but it is also used in critical infrastructure such as the electricity grid, civil aviation, public transport, etc. [13]. 

Subclause 4.3.1.2 introduces the main type of systems used in automation, i.e. control systems. Subclause 4.3.1.3 introduces the most common activity patterns of control systems. Subclause 4.3.1.4 discusses the communication attributes of an automation system. Finally, Subclause 4.3.1.5 presents the communication patterns entailed by automation systems.

4.3.1.2
Control systems

As outlined in Subclause 4.3.1.1, automation is about controlling processes by aid of automated means. This objective is accomplished by the use of control systems. "A control system is an interconnection of components forming a system configuration that will provide a desired [process] response." [10].

Four main control functions can be distinguished [11]:

· measure: obtain values from sensors and feed these values as input to a process and/or provide these values as output, for instance to a human user;

· compare: evaluate measured values and compare to process design values;

· compute: calculate, for instance, current error, historic error, future error etc.;

· correct or control: adjust the process.

The four functions above are typically performed by four elements [11]:

· sensor: device capable of measuring various physical properties;

· transmitter: device that converts measurements from a sensor and sends the signal;

· controller: provides the logic and control instructions for the process;

· actuator: changes the state of the environment; here the process.

NOTE:
Frequently, the combination of sensor and transmitter is referred to as a sensor. This is the style we are adhering to in the remainder of the present document.

There are three common patterns of automation. One is open-loop control, the second is feedback or closed-loop control, and the third is sequence control [10] [11]. These patterns are discussed in more detail in Subclause 4.3.1.3. 

4.3.1.3
Activity patterns in automation

4.3.1.3.1
Open-loop control

The salient aspect of open-loop control is the lack of output control; when providing desired output responses to an actuator, it is assumed that the output of the influenced process is predetermined and within an acceptable range. Figure 4.3.1.3.1-1 depicts an open-loop control system. 
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Figure 4.3.1.3.1-1: Open-loop control system [10]
This kind of control loop works if the influences of the environment on process and actuator are negligible. Also, this kind of control is applied in case unwanted output can be tolerated. For instance, the damage done by an electric toaster (open-loop control system) by slightly burning a slice of bread is usually assumed to be negligible. In this example, the desired output response is the crispiness of the toasted bread. The response can, for instance, be chosen by turning a dial on the toaster. The actuator is the heater in the toaster. The dial sets a certain energy level and/or toasting time. When activated, the heater generates heat, which increases the crispiness of the inserted slice of bread over time. This is the process. The output is the toast itself.

4.3.1.3.2
Closed-Loop Control

Closed-loop control enables the manipulation of processes even if the environment influences the process or the performance of the actuator changes over time. This type of control is realised by sensing the process output and by feeding these measurements back into a controller. Figure 4.3.1.3.2-1 depicts such a system. 
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Figure 4.3.1.3.2-1: Closed-loop control system [10]
"In contrast to an open-loop control system, a closed-loop control system utilizes [measurements] of the actual output to compare the actual output with the desired output response." [10]. "An example of a closed-loop control system is a person steering an automobile (assuming his or her eyes are open) by looking at the auto’s location on the road and making the appropriate adjustments." [10]. 

4.3.1.3.3
Sequence Control

Sequence control may either step through a fixed sequence or it employs logic that performs different actions based on various system states and system input [10]. Sequence control can be seen as an extension of both open-loop and closed-loop control, but instead of achieving only one output instance, an entire sequence of output instances can be produced. An example of sequence control is controlling an elevator. Based on at what floor it currently resides, to what floor it is summoned, and to what floor it is directed, different kinds of control actions and actuations are taken. Note that although the name "sequence control" seems to imply a pre-programmed sequence of desired output responses, the elevator example shows that event-based control can also be realised with sequence control.  
4.3.1.4
Communication attributes

4.3.1.4.1
Introduction

Communication in automation can be characterised by two main attributes: periodicity and determinism.
4.3.1.4.2
Periodicity

In terms of periodicity, it is possible to send messages periodically or aperiodically. 

Periodically means that a transmission interval is repeated. For example, a transmission occurs every 15 ms. Reasons for a periodical transmission can be the periodic update of a position or the repeated monitoring of a characteristic parameter. Note that a transmission of a temperature every 15 minutes is a periodical transmission. However, most periodic intervals in communication for automation are rather short. The transmission is started once and continuous unless a stop command is provided.

An a-periodical transmission is, for example, a transmission which is triggered instantaneously by an event, i.e. events are the trigger of the transmission. Events are defined by the control system or by the user. Example events are:

· Process events: events that come from the process when thresholds are exceeded or fallen below, e.g., temperature, pressure, level, etc.

· Diagnostic events: events that indicate malfunctions of an automation device or module, e.g. power supply defective; short circuit; too high temperature; etc.

· Maintenance events: events based on information that indicates necessary maintenance work to prevent the failure of an automation device.

Most events, and especially alarms, are confirmed. In this context, alarms are messages that inform a controller or operator that an event has occurred, e.g. an equipment malfunction, process deviation, or other abnormal condition requiring a response. The receipt of the alarm is acknowledged by the application that received the alarm. The receipt of the event is usually confirmed within a short time period. If no acknowledgment is received from the target application after a pre-set time—the so-called monitoring time—has elapsed, the alarm is sent again after a preset time. 

4.3.1.4.3
Determinism

Determinism refers to whether the delay between transmission of a message and receipt of the message at the destination address is stable (within bounds). Usually, communication is called deterministic if it is bounded by a given threshold for the latency/transmission time. 

4.3.1.4.4
Control systems and related communication patterns

There is no straight-forward, one-to-one mapping between the type of control and the communication pattern. However, there are preferences. Open-loop control is characterised by one or many messages sent to an actuator. These can be sent in a periodic or an aperiodic pattern. However, the communication means used need to be deterministic since typically an activity response from the receiver and/or the receiving application is expected. For instance, for the toaster example in Subclause 4.3.1.3.1, the waiting time between activating the toaster and commencement of heating the slice of bread should not be arbitrary.  

Closed-loop control produces both periodic and aperiodic communication patterns. If, for instance, sensor output is only generated when a threshold, e.g. a preset room temperature is exceeded, the timing of the message transmitted to the controller is regulated by the process and not a preset timer. Closed-loop control is often used for the control of continuous processes with tight time-control limits, e.g., the control of a printing press. In this case, one typically relies on periodic communication patterns. Note that in both the aperiodic and periodic case, the communication needs to be deterministic. For instance, for periodic communication, measurements from adjacent measurement cycles could otherwise arrive at the controller out of order and not within the time needed to guarantee a stable operation of the controller. 

The communication attributes required by sequence control generally depend on whether the underlying control paradigm is open or closed. 

Logging of device states, measurements, etc. for maintenance purposes and such typically entails aperiodic communication patterns. In case the transmitted logging information can be time-stamped by the respective function, determinism is often not mandatory. 

4.3.2
Communication in automation

4.3.2.1
Modelling of communication in automation

4.3.2.1.1
Area of consideration

For our discussion of the communication in automation we apply a definition of the area of consideration for industrial radio communication that is found elsewhere in the literature [17]. This definition is depicted in Figure 4.3.2.1.1-1. 


[image: image4.emf]Communication 

function

Communication medium

Distributed automation application

Communication 

requirements and 

conditions

Reference interface

Distributed 

automation 

function

Communication 

function

Distributed 

automation 

function

Distributed 

automation 

function

Communication 

function

Communication 

function

Communication 

function

Distributed 

automation 

function

Distributed 

automation 

function


Figure 4.3.2.1.1-1: Abstract diagram of the area of consideration for industrial radio communication 

NOTE: Blue objects: communication system; other objects: automation application system.
Here, a distributed automation application system is depicted. This system includes a distributed automation application, which is the aggregation of a number of automation functions. These can be functions in sensors, measurement devices, drives, switches, I/O devices, encoders etc. Field bus systems, industrial Ethernet systems, or wireless communication systems can be used for connecting the distributed functions. The essential function of these communication systems is the distribution of messages among the distributed automation functions. Depending on the objectives, the dependability of the entire communication system and/or of its devices or its links may be of interest (more on dependability in Subclause 4.3.3). Communication functions are realised by the respective hardware and software implementation.

In order for the automation application system to operate, messages need to be exchanged between spatially distributed application functions. For that process, messages are exchanged at an interface between the automation application system and the communication system. This interface is termed the reference interface. Required and guaranteed values for characteristic parameters which describe the behavioural properties of the radio communication system refer to that interface (see Subclause 4.3.4.4).

These characteristic parameters include dependability parameters of industrial radio communication, which are defined in [17].

The conditions that influence the behaviour of wireless communication are framed by the communication requirements of the application (e.g., length of the message), the characteristics of the communication system (e.g., output power of a transmitter), and the transmission conditions of the media (e.g., signal fluctuations caused by multipath propagation). 

If a dependability assessment is to be performed, it is necessary—in accordance with the definition of the concept of dependability—to specify an asset, its function, and the conditions under which the function is to be performed. In this context, an asset is for instance a logical link (see Subclause 4.3.2.1.2). 

General requirements from the application point of view for the time and failure behaviour of a communication system are mostly related to an end-to-end link. It is assumed in this connection that the behaviour of the link is representative of the communication system as a whole and of the entire scope of the application. 

4.3.2.1.2
Logical link

4.3.2.1.2.1
Nature and function

Starting with the general approach mentioned above, the logical link can be regarded as a possible asset within the area of consideration (see Figure 4.3.2.1.2.1-1). The conditions under which its functions are to be performed are vital for the dependability of the automation application system.
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Figure 4.3.2.1.2.1-1: The concept of a logical link
This is the link between a logical end point in a source device and the logical end point in a target device. Logical end points are elements of the reference interface, which may group several logical end points together. 

The intended function of the logical link is the transmission of a sequence of messages from a logical source end point to the correct logical target end point. This is achieved by transforming each message into a form that fosters error-free transmission. The transmission process includes certain processes, e.g. repetitions, in order to fulfil the intended function. After transmission, the message is converted back into a form which is usable by the application. The message is to be available and correct at the target within a defined time. The sequence of messages at the target is to be the same as the sequence at the source.

The functional units which are necessary to fulfil this function are shown in Figure 4.3.2.1.2.1-2.
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Figure 4.3.2.1.2.1-2: The asset "logical link"
The required function can be impaired by various influences, which can lead to communication errors. Such errors are described elsewhere in the literature [17][18]. A summary of these errors is provided in Annex B. The occurrence of one of these errors influences the values of the relevant dependability parameters of the logical link. 

4.3.2.1.2.2
Message transformation

From an implementation point of view, it is hardly possible to identify communication layers and interfaces in devices in a unified manner, e.g. with reference to the Open System Interconnection (OSI) model [15]. However, the implementation of communication functions is mostly split between a higher communication layer (HCL) and a lower communication layer (LCL), which may contain different parts of the OSI reference model from implementation to implementation. Our further discussion is therefore based on a generic implementation view with HCL and LCL.

The messages to be transmitted for the intended function of a logical link are defined by strings of characters with a certain semantic. Such a character string is handed over as user data at the reference interface for transmission. If the number of characters in a message is too great for it to be transmitted as a unit, the message can be divided for transmission into several packets (fragmentation). Figure 4.3.2.1.2.2-2 uses repeated sending as a hedging method for packet loss (example of an unconfirmed service). The packets are then passed from a higher communication layer (HCL) to a lower communication layer (LCL) [Figure 4.3.2.1.2.2-1]. There, a bit stream is created and handed over to the physical layer (PL). A signal stream corresponding to the bit stream is transmitted from the physical layer of the source device to the target device. In the target device, the signal stream received is converted by physical layer into a bit stream, which is passed to the lower communication layer. There, packets are formed, handed over by the lower communication layer to the higher communication layer and grouped together into a message. Suitable mechanisms (acknowledgement, parallel transmission through different communication channels/media, multiple transmissions of identical packets, etc.) can increase the probability of the message reaching the application correctly when a packet is lost. The loss of a packet is therefore not to be equated in all cases with the loss of a message. 

Figure 4.3.2.1.2.2-1 shows the transmission of a message that is broken into two packets. The transmission includes acknowledgements. If no acknowledgement is received within the required period (packet 2), the packet is transmitted again (bit stream 2). This is the main difference to, for example, Figure 4.3.2.1.2.2-2, where the packets are repeated from the beginning to protect against loss or error directly. In Figure 4.3.2.1.2.2-2, a confirmation is not sent.
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Figure 4.3.2.1.2.2-1: Illustration of message, packet and bit stream transmission for the example of repeated packet transmission 

NOTE: HCL: higher communication layer; LCL: lower communication layer; PL: physical layer.
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Figure 4.3.2.1.2.2-2: Illustration of message, packet and bit stream for the example of unacknowledged repeated transmission 

NOTE: HCL: higher communication layer; LCL: lower communication layer; PL: physical layer.
4.3.2.1.3
Communication device

The communication devices—together with the physical link—determine the function and thus the dependability of the logical link (see Figure 4.3.2.1.3-1). The function of the communication devices is the correct sending and correct receipt of sequences of messages. The methods and algorithms implemented in the communication devices should take the best possible account of the transmission conditions during message transmission, and fulfil the requirements for message transmission as well as possible. 
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Figure 4.3.2.1.3-1: 
Asset "communication device"
Apart from the methods and algorithms themselves, their implementation in hardware and software is also of importance. The errors listed in Annex C can have an impact on dependability. 

4.3.2.1.4
Communication system

The communication system as an asset represents a quantity of logical links whose message transmissions are implemented by a number of wireless devices via one or more media. The communication system function to be provided consists in transmitting messages for all the logical links in the distributed application. This function is to be performed for a defined period, the operating time of the automation application. 

In an automation application system it is paramount that requirements pertaining to logical links are fulfilled. These requirements and the conditions can be very different from one case and implementation to the other. The functions (services and protocols) for individual logical links can therefore also be different. In spite of these differences, some of the logical links share communication devices and media. Consequently, the communication system as a whole is an asset for dependability assessment in the examination of system and application aspects.

4.3.3
Dependable communication

4.3.3.1
Introduction

According to ISO, dependability (of an item) is the "ability to perform as and when required" [20]. This is a paramount property of any automation system. Automation systems that are not dependable can, for instance, be unsafe or they can exhibit low productivity. Subclause 4.3.3.2 discusses system dependability in further detail, and this information is used to analyse communication dependability and its implication for 5G systems in Subclause 4.3.3.3.

4.3.3.2
System dependability

Dependability can be broken down into five system properties: reliability, availability, maintainability, safety, and integrity (see Figure 4.3.3.2-1) [44]. 
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Figure 4.3.3.2-1: The five facets of system dependability: reliability, availability, maintainability, safety, and integrity [44]
Definitions for each system property are provided in Table 4.3.3.2-1.

Table 4.3.3.2-1: Definitions of the five system properties into which system dependability can be broken down (see Figure 4.3.3.2-1) [44].

	System property
	Definition

	Reliability
	Continuity of correct operation 

	Availability
	Readiness for correct operation

	Maintainability
	Ability to undergo modifications and repairs

	Safety
	Absence of catastrophic consequences on user(s) and environment

	Integrity
	Absence of improper system alterations


Availability indicates whether the system is ready for use at a given time. This system property is typically quantified by the percentage of time during which a system operates correctly. Reliability indicates how long correct operation continues. This system property is typically defined as the (mean) time between failures. Both properties are illustrated with and example. In this example the system has an availability of 99,99%. This implies that its unavailability is 0,01%, or 53 min on average per year. If the system fails on average thrice a year then, reliability, quantified as the mean time between failures, is four months. 

Availability and reliability are closely related to the productivity of a system. A system featuring a low availability is rarely ready for operation and is thus characterised by low productivity. If the system reliability is low, i.e. the time between failures is short, the system comes often to a halt, which contravenes continuous productivity.

4.3.3.3
Definition of communication dependability and its implications

4.3.3.3.1
Introduction

A composite system, where every subsystem is instrumental to the operation of the composite system, is not dependable if any of the subsystems is undependable. This has the following implications for the use of communication systems in general, and 5G systems in particular. Figure 4.3.3.3.1-1 depicts a generic, distributed automation system, where the automation functions interact via a communication system. 
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Figure 4.3.3.3.1-1: Example of a distributed automation system consisting of automation functions and a communication network
In this example, all three subsystems, i.e. the automation functions and the communication network need to be dependable for the automation system to be dependable. 

Communication dependability is the property of a dependable communication system. According to IEC 61907, network dependability is the "ability to perform as and when required to meet specified communication and operational requirements" [2]. This definition largely agrees with 3GPP’s own definition: "A performance criterion that describes the degree of certainty (or surety) with which a function is performed regardless of speed or accuracy, but within a given observational interval" [1]. What does communication dependability imply in praxis from the vantage point of the automation functions? We address this for each of the five system properties in Figure 4.3.3.2-1.

4.3.3.3.2
Reliability

According to IEC 61907, network reliability is the "ability to perform as required for a given time interval, under given conditions" [2]. 

NOTE: 
Given conditions "would include aspects that affect reliability, such as: mode of operation, stress levels, environmental conditions" [2]. 

Automation functions need highly reliable communication. As a rule of thumb the more infrequent communication is unavailable the better.

Note that reliability in the context of dependability has a different meaning than employed in TS 22.261, which defines it as the "percentage value of the amount of sent network layer packets successfully delivered to a given node within the time constraint required by the targeted service, divided by the total number of sent network layer packets" [3]. This definition is more akin to the definition of network availability (see Subclause 4.3.3.3.3) and it focuses on the inner working of the network rather than the end-to-end experience of functions consuming the network's communication capabilities. In order to avoid confusion, reliability of a communication system is henceforth referred to as communication service reliability. We discuss this in more detail in Subclause 4.3.4.

4.3.3.3.3
Availability

According to IEC 61907, network availability is the "ability to be in a state to perform as and when required, under given conditions, assuming that the necessary external resources are provided" [2]. Note that given conditions "would include aspects that affect reliability, maintainability and maintenance support performance" [2]. It is important to point out that a communication network that does not meet the communication requirements of the automation functions, e.g. a maximum end-to-end latency, are considered to be unavailable.

4.3.3.3.4
Maintainability

According to IEC 61907, network maintainability is the "ability to be retained in, or restored to, a state in which it can perform as required under given conditions of use and maintenance" [2]. Note that given conditions of maintenance "include the procedures and resources to be used" [2]. "Maintainability may be quantified using such measures as, mean time to restoration, or the probability of restoration within a specified period of time" [2]. Subclause 4.3.4 discusses what maintainability implies for a dependable communication service.

4.3.3.3.5
Safety

As introduced in Subclause 4.3.3.2, safety stands for the absence of catastrophic consequences on user(s) and environment. For a distributed automation system this implies that neither the automation functions including their physical embodiment, nor the processes, nor the environment should be damaged by the communication system. This communication system property is—for instance—addressed through regulations such as directive 2014/53/EU [21]. Note that in most automation implementations the safety of the communication systems can be treated separately and that the overall safety of the distributed automation system is addressed by automation functions such as functional-safety mechanisms.

4.3.3.3.6
Integrity

According to IEC 61907, network integrity is the "ability to ensure that the data throughput contents are not contaminated, corrupted, lost or altered between transmission and reception" [2]. Note that this communication system property is—in the communication network community—seen as an atomic property of information security in communication systems. More on this in Subclause 6.1.

4.3.3.3.7
Implications for 5G systems

In order to be suitable for automation in vertical domains, 5G systems need to be dependable, i.e. they need to come with the system properties in Subclause 4.3.3.3.2 to Subclause 4.3.3.3.6. What particular requirements each property needs to meet depends on the particularities of the domain and the use case. More on this in Clause 5. Subclause 4.3.4 addresses what the request for communication dependability implies for communication services provided by 5G systems.

It is important to understand that the relationship between communication service availability, communication service continuity, communication service reliability, and the probability of an erroneous message transmission anything but trivial. Understanding this relationship is also important since communication service in this document is not defined according to TL 9000 [56], for example.

According to ISO/IEC [54], service continuity is "capability to manage risks and events that could have serious impact on a service or services in order to continually deliver services at agreed levels". According to TS 22.261 [3], the service continuity is “the uninterrupted user experience of a service that is using an active communication when a UE undergoes an access change without, as far as possible, the user noticing the change”. The concept of service continuity in TS 22.261 is very narrow and limited to a “capability” of confronting only an event of “UE undergoing an access change”. The communication service continuity can be impacted by many other events either in the control plane or the user plane, or both, such as intervening exceptions or anomalies, whether scheduled or unscheduled, malicious, intentional or unintentional [55]. For a reliable system, any event which might impact to the communication service continuity is needed to be considered. 

A maximum tolerable communication service unavailability of, for instance, 10-6  does not always imply a maximum tolerable probability of erroneous and prohibitively delayed end-to-end message transmission of 10-6 .One of the main reasons for why this generally is not the case is a non-zero survival time. This is illustrated with the example below. 

Survival time revisited

According to TS 22.261, the survival time is "the time that an application consuming a communication service may continue without an anticipated message" [3]. Anticipation implies following aspects: timeliness and correctness. The communication service continuity implies the following three conditions: firstly, the message needs to arrive in time (timeliness); secondly, only uncorrupted messages are accepted by the receiver; and thirdly, the received messages need to be processed and sent out from 3GPP 5G system to the target automation function. So, if at least one of these conditions is not fulfilled, a timer is started by the automation function. Upon expiration of the timer, the communication service for that application is declared "unavailable" (service discontinuity; also see Subclause A.2). The expiration time is referred to as the survival time.

Influence of survival time on the acceptable probability of untimely message transmission

To simplify the discussion, it is assumed that none of the transmitted messages is corrupted or lost because of an anomaly in the communication system and that thus the only cause of unavailability of a communication service is that the end-to-end latency of a message lies outside the interval specified by the jitter (see Appendix A.3 for more details on jitter and timeliness). 

Example: the update time is 50 ms. A survival time of 0 ms implies that any untimely arrival of a message (e.g. the update time of that message delivery is outside of the interval specified by the jitter）triggers the communication to be declared as "down" by the automation function. Thus, if the aggregate communication service unavailability is specified as 10-6 and lower, an untimely arrival of messages shall only occur up to 1 in one million cycles for periodic communication. 

The situation changes markedly for non-zero survival times. For a survival time of, e.g., 100 ms (see table 7.2.2-1 in [3]), the target automation function waits two more cycles after a delayed message before it declares the communication service as unavailable. If the likelihood of a single untimely arrival is p, and if the sequential untimely arrivals are independent of each other, the likelihood of three untimely arrivals in a row is p3, which is  the likelihood for the communication service to be unavailable. For a target unavailability of 10-6, the acceptable likelihood of a single untimely arrival can thus be as high as 0.01.

The implications for the likelihood of a single untimely arrival are even more relaxed for longer survival times. For automated commuter-train control, the survival time is up to five times longer than the cycle time (see Subclause5.1.1.2). Thus, in this case, six untimely arrivals have to occur in a row before the communication service is declared unavailable. The likelihood of such an event is p6, which, for a target unavailability of 10-6 for this commuter-train control, implies that p ≤ 0.1. In other words 1 out of 10 messages (!) may arrive outside the time interval specified by the receiver while keeping the automation function consuming this communication service operational.
Influence of communication service reliability on the probability of erroneous message transmission

The above examples are simplistic since the influence of communication service reliability has not been taken into account. This influence is also discussed for a concrete example. In this example, it is assumed that the user of the aforementioned communication service expects the downtime of the system to be contingent and to only occur once a year. An unavailability of 10-6 translates thus into a maximum continuous unavailability of ~ 30 s per year. The implication for the tolerable erroneous transmission probability is not trivial, since many scenarios can result in such an excellent performance. One possible extreme is that no erroneous transmission occurs during the most of the year, but then the communication times out for 30 s in a row. Another possible extreme is that the every cycle is erroneous, but that a correct message is delivered before the survival timer runs out. In such a case, the communication service unavailability is actually zero. In praxis, a comprehensive stochastic analysis is needed in order to understand the implications of communication service reliability on the tolerable probability of erroneous message transmission, and a range of measurements may need to be defined and carried out in order to infer comprehensive performance requirements that guarantee high communication fidelity. An example for such a performance requirement is related to the maximum service unavailability time.

Implications of data packet fragmentation for reliability

According to TS 22.261, reliability is defined as percentage value of the amount of sent network layer packets successfully delivered to a given node within the time constraint required by the targeted service, divided by the total number of sent network layer packets [3]. If the messages to be transported by the communication service are so short that they are not broken into several packets, then the above discussion can also be applied to reliability. However, in case messages are broken into several packets then the implications of a communication service unavailability for the reliability of a 5G system is contingent on implementation details such as how messages are constructed from packets and whether timeliness issues in one packet influence that of an adjacent packet.

4.3.4
Dependable communication service

4.3.4.1
Introduction

Subclause 4.3.4 discusses important criteria that are used for evaluating dependable 5G communication services from an end-to-end perspective. Dependability and its attributes are addressed in Subclause 4.3.3.

4.3.4.2
Network dependability

Network dependability can be classified as follows [2]:

-
needed dependability: the end-users’ network dependability requirements;

-
offered dependability: the service provider’s offerings of network dependability (or planned/targeted network dependability);

-
achieved dependability: the dependability achieved or delivered by the service provider;

-
perceived dependability: the dependability perceived/experienced by the end-users.

The end-users’ "dependability needs are the primary source of information for establishing dependability requirements.” [2]. Note that in this framework one differentiates between needed, offered, achieved, and perceived/experienced dependability. This is in line with concepts developed by the ITU-T for quality in of service [22]. The ITU-T differentiates between the customer's QoS requirements and the offered, achieved and perceived QoS. 

4.3.4.3
Network serviceability

When communication functionalities are offered as services, dependability is contingent on what is referred to as serviceability. "Serviceability reflects the delivery of network dependability of service to the end-users. Higher serviceability improves availability, provides integrity of service without excessive impairments, and reduces service costs. 

Serviceability can be described using the following performance criteria. 

a) Service accessibility

Service accessibility is the ability of a network service to be accessed by the user, under given conditions, for a given period of time. For connection-oriented services, it refers to the ability to establish connection. Accessibility can be measured in terms of service access delay, network access capability, and service access control capability. (...) 

b) Service retainability

Service retainability is the ability of a network service, once obtained, to continue to be provided under given conditions for a requested duration. It reflects the reliability of [the] network. (...) Retainability requires network dependability support to maintain stable operation. (...) 

c) Service integrity

Service integrity is the delivery of information and data by the network without excessive impairment. Service integrity relates to the transfer of information and data known as throughput. (...) 

d) Disengagement

Disengagement concerns the network devices and links involved in the end-to-end communication of a user as well as network resources (including bandwidth, channel or resources related to upper-layer protocols) to be released when the communication connection or session is closed. (...) Disengagement is a characteristic affecting service accessibility and service retainability in network serviceability." [2].

NOTE 1: 
Disengagement is not so much a concern of the end user, rather of the network operator. This aspect fosters service accessibility and retainability by keeping the share of committed but unused communication resources low. Also, disengagement lowers the risk of security attacks in which an unauthorised user attains network access by re-using identifiers of dormant communication services.
Serviceability has an additional flavour, which is operability. "From the user’s perspective, operability refers to the ability of a service to be successfully and easily operated by a user." [2]. This flavour is especially important in dynamic communication scenarios and for machine-to-machine communication. 

NOTE 2: 
Operability is used to characterise the four serviceability criteria above. When applying the operability criterion one can, for instance, ask how easy it is to gain access to the communication service, while service accessibility focuses on how access is gained. 
Table 4.3.4.3-1 provides a mapping between serviceability criteria and dependability attributes. For the latter see Subclause 4.3.3.2.

Table 4.3.4.3-1: Serviceability criteria and corresponding dependability attributes
	Serviceability criterion
	Corresponding dependability attribute

	Accessibility
	Availability, reliability

	Retainability
	Availability, reliability, maintainability, safety

	Integrity
	Integrity, safety

	Disengagement
	Availability, reliability


A comparison of serviceability criteria stipulated by IEC 61907 (see Table 4.3.4.3-1) and those stipulated by 3GPP (see the definition of QoS in [1]) is provided in Table 4.3.4.3-2.

Table 4.3.4.3-2: Serviceability criteria according to IEC 61907 [2] and 3GPP [1]
	Serviceability criterion
	IEC 61907
	3GPP

	Accessibility
	X
	X

	Retainability
	X
	X

	Integrity
	X
	X

	Disengagement
	X
	–


------------------------- End of Change 1 ----------------------------

------------------------- END OF PROPOSED CHANGES ----------------------------

