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************************First Change************************

5.1.2.3
Interoperability with legacy 3GPP systems

The 5G system shall support mobility procedures between a 5G core network and an EPC with minimum impact to the user experience (e.g. QoS, QoE) , including during and after interworking procedure.
************************Second Change***********************
6.2
Diverse mobility management

6.2.1
Description

A key feature of 5G is support for UEs with different mobility management needs. 5G will support UEs with a range of mobility management needs, including UEs that are

-
stationary during their entire usable life (e.g., sensors embedded in infrastructure),
-
stationary during active periods, but nomadic between activations (e.g., fixed access),
-
mobile within a constrained and well-defined space (e.g., in a factory), and

-
fully mobile.

Moreover, some applications require the network to ensure seamless mobility of a UE so that mobility is hidden from the application layer to avoid interruptions in service delivery while other applications have application specific means to ensure service continuity. But these other applications may still require the network to minimize interruption time to ensure that their application-specific means to ensure service continuity work effectively.
With the ever-increasing multimedia broadband data volumes, it is also important to enable the offloading of IP traffic from the 5G network onto traditional IP routing networks via an IP anchor node close to the network edge. As the UE moves, changing the IP anchor node may be needed in order to reduce the traffic load in the system, reduce end-to-end latency and provide a better user experience.
The flexible nature of a 5G system will support different mobility management methods that minimize signalling overhead and optimize access for these different types of UEs.
6.2.2
General requirements

The 5G network shall allow operators to optimize network behaviour (e.g., mobility management support) based on the mobility patterns (e.g., stationary, nomadic, spatially restricted mobility, full mobility) of a UE or group of UEs.
The 5G system shall enable operators to specify and modify the types of mobility support provided for a UE or group of UEs.
The 5G system shall optimize mobility management support for a UE or group of UEs that use only mobile originated communications.
6.2.3
Service continuity requirements
The 5G system shall enable packet loss and interruption time to be minimized during inter- and/or intra- access technology changes for some or all connections associated with a UE.

For applications that require the same IP address during the lifetime of the session, the 5G system shall enable maintaining the IP address assigned to a UE when moving across different cells and access technologies for connections associated with a UE.

The 5G system shall enable minimizing impact to the user experience (e.g., minimization of interruption time) when changing the IP address and IP anchoring point for some or all connections associated with a UE.
The 5G system shall support service continuity for a remote UE, when the remote UE changes from a direct network connection to an indirect network connection and vice-versa.
The 5G system shall support service continuity for a remote UE, when the remote UE changes from one relay UE to another and both relay UEs use 3GPP access to the 5G core network.
***********************Second Change************************

6.7

Priority, QoS, and policy control
6.7.1

Description
The 5G network will support many commercial services (e.g., medical) and regional or national regulatory services (e.g., MPS, Emergency, Public Safety) with requirements for priority treatment. Some of these services share common QoS characteristics such as latency and packet loss rate, but may have different priority requirements. For example, UAV control and air traffic control may have stringent latency and reliability requirements but not necessarily the same priority requirements. In addition, voice based services for MPS and Emergency share common QoS characteristics as applicable for normal public voice communications, yet may have different priority requirements. The 5G network will need to support mechanisms that enable the decoupling of the priority of a particular communication from the associated QoS characteristics such as latency and reliability to allow flexibility to support different priority services (that need to be configurable to meet operator needs, consistent with operator policies and corresponding national and regional regulatory policies).
The network needs to support flexible means to make priority decisions based on the state of the network (e.g., during disaster events and network congestion) recognizing that the priority needs may change during a crisis. The priority of any service may need to be different for a user of that service based on operational needs and regional or national regulations. Therefore, the 5G system should allow a flexible means to prioritise and enforce prioritisation among the services (e.g., MPS, Emergency, medical, Public Safety) and among the users of these services. The traffic prioritisation may be enforced by adjusting resource utilization or pre-empting lower priority traffic.
The network must offer a means to provide the required QoS (e.g., reliability, latency, and bandwidth) for a service and the ability to prioritize resources when necessary to meet the service requirements. Existing QoS and policy frameworks handle latency and improve reliability by traffic engineering. In order to support 5G service requirements, it is necessary for the 5G network to offer QoS and policy control for reliable communication with latency required for a service and enable the resource adaptations as necessary.
The network needs to allow multiple services to coexist, including multiple priority services (e.g., Emergency, MPS and MCS) and must provide means to prevent a single service from consuming or monopolizing all available network resources, or impacting the QoS (e.g., availability) of other services competing for resources on the same network under specific network conditions.  For example, it is necessary to prevent certain services (e.g., citizen-to-authority Emergency) sessions from monopolizing all available resources during events such as disaster, emergency, and DDoS attacks from impacting the availability of other priority services such as MPS and MCS.  
Also, as 5G network is expected to operate in a heterogeneous environment with multiple access technologies, multiple types of UE, etc., it should support a harmonised QoS and policy framework that applies to multiple accesses.
Further, for QoS control in EPS only covers RAN and core network, but for 5G network E2E QoS (e.g., RAN, backhaul, core network, network to network interconnect) is needed to achieve the 5G user experience (e.g., ultra-low latency, ultra-high bandwidth).
Moreover, for real-time service which are provided with the same QoS in both NR and LTE, the network provides a means to guarantee the unchanged QoS during the inter-RAT interworking so as to ensure the unchanged user experience.
6.7.2

Requirements
The 5G system shall allow flexible mechanisms to establish and enforce priority policies among the different services (e.g., MPS, Emergency, medical, Public Safety) and users.
NOTE 1:
Priority between different services is subject to regional or national regulatory and operator policies.

The 5G system shall be able to provide the required QoS (e.g., reliability, end-to-end latency, and bandwidth) for a service and support prioritization of resources when necessary for that service.
The 5G system shall enable the network operator to define and statically configure a maximum resource assignment for a specific service that can be adjusted based on the network state (e.g., during congestion, disaster, emergency and DDoS events) subject to regional or national regulatory and operator policies.
The 5G system shall allow decoupling of the priority of a particular communication from the associated QoS characteristics such as end-to-end latency and reliability.
The 5G system shall be able to support a harmonised QoS and policy framework applicable to multiple accesses.

The 5G system shall be able to support E2E (e.g., UE to UE) QoS for a service.

NOTE 2:
E2E QoS needs to consider QoS in the access networks, backhaul, core network, and network to network interconnect.

The 5G system shall be able to support QoS for applications in a Service Hosting Environment.
The 5G system shall be able to guarantee the same QoS during the inter-RAT interworking for real-time service so as to ensure the unchanged user experience.
************************Third Change************************

6.10
Network capability exposure
6.10.1
Description

3GPP SEES and (e)FMSS features allow the operator to expose network capabilities e.g., QoS policy to 3rd party ISPs/ICPs. With the advent of 5G, new network capabilities need to be exposed to the 3rd party (e.g., to allow the 3rd party to customize a dedicated network slice for diverse use cases; to allow the 3rd party to manage a trusted 3rd party application in a Service Hosting Environment to improve user experience, and efficiently utilize backhaul and application resources, allow the third party to request a unified user experience during the inter-RAT mobility).

Applications may be frugal at periods when resources are rare and can compensate and anticipate as much as they can if timely network status information is aware by application; otherwise. Applications may be disconnected in case of user mobility. 

6.10.2
Requirements

The following set of requirements complement the requirements listed in 3GPP TS 22.101 [6], clause 29.
Based on operator policy, a 5G network shall provide suitable APIs to allow a trusted 3rd party to create, modify, and delete network slices used for the 3rd party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to monitor the network slice used for the 3rd party.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to define and update the set of services and capabilities supported in a network slice used for the 3rd party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to configure the information which associates a UE to a network slice used for the 3rd party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to configure the information which associates a service to a network slice used for the 3rd party.

Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to assign a UE to a network slice used for the 3rd party, to move a UE from one network slice used for the 3rd party to another network slice used for the 3rd party, and to remove a UE from a network slice used for the 3rd party based on subscription, UE capabilities, and services provided by the network slice.

The 5G network shall provide a mechanism to expose broadcasting capabilities to trusted 3rd party broadcasters' management systems.

Based on operator policy, a 5G network shall provide suitable APIs to allow a trusted 3rd party to manage this trusted 3rd party owned application(s) in the operator's Service Hosting Environment.
Based on operator policy, the 5G network shall provide suitable APIs to allow a 3rd party to monitor this trusted 3rd party owned application(s) in the operator's Service Hosting Environment.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party to scale a network slice used for the 3rd party, i.e., to adapt its capacity.

Based on operator policy, a 5G network shall provide suitable APIs to allow one type of traffic (from trusted 3rd party owned applications in the operator's Service Hosting Environment) to/from a UE to be offloaded to a Service Hosting Environment close to the UE's location. 
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party application to request appropriate QoE from the network.
Based on operator policy, the 5G network shall provide suitable APIs to allow a trusted 3rd party application to request a unchanged user experience during inter-RAT mobility.
************************Fourth Change************************

7.2
Low latency and high reliability

7.2.1
Overview
Several scenarios require the support of very low latency and very high communications service availability. Note that this implies a very high reliability. The overall service latency depends on the delay on the radio interface, transmission within the 5G system, transmission to a server which may be outside the 5G system, interruption due to inter-RAT interworking, and data processing. Some of these factors depend directly on the 5G system itself, whereas for others the impact can be reduced by suitable interconnections between the 5G system and services or servers outside of the 5G system, for example, to allow local hosting of the services. The scenarios and their performance requirements can be found in table 7.2.2-1.

7.2.2
Scenarios and KPIs
Scenarios requiring very low latency and very high communication service availability can be found below:
-
Motion control – Conventional motion control is characterised by high requirements on the communications system regarding latency, reliability, and availability. Systems supporting motion control are usually deployed in geographically limited areas but may also be deployed in wider areas (e.g., city- or country-wide networks), access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.

-
Discrete automation – Discrete automation is characterised by high requirements on the communications system regarding reliability and availability. Systems supporting discrete automation are usually deployed in geographically limited areas, access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.
-
Process automation – Automation for (reactive) flows, e.g., refineries and water distribution networks. Process automation is characterized by high requirements on the communications system regarding communication service availability. Systems supporting process automation are usually deployed in geographically limited areas, access to them is usually limited to authorised users, and it will usually be served by private networks. 

-
Automation for electricity distribution (mainly medium and high voltage). Electricity distribution is characterized by high requirements on the communications service availability. In contrast to the above use cases, electricity distribution is deeply immersed into the public space. Since electricity distribution is an essential infrastructure, it will, as a rule, be served by private networks.

-
Intelligent transport systems – Automation solutions for the infrastructure supporting street-based traffic. This use case addresses the connection of the road-side infrastructure, e.g., road side units, with other infrastructure, e.g., a traffic guidance system. As is the case for automation electricity, the nodes are deeply immersed into the public space.
-
Tactile interaction – Tactile interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on tactile feedback.

-
Remote control – Remote control is characterised by a UE being operated remotely, either by a human or a computer.
Table 7.2.2-1 Performance requirements for low-latency and high-reliability scenarios.

	Scenario
	End-to-end latency
(note 3)
	Jitter
	Survival time
	Communication service availability
(note 4)
	Reliability
(note 4)
	User experienced data rate
	Payload
size

(note 5)
	Traffic density
(note 6)
	Connection density
(note 7)
	Service area dimension
(note 8)

	Discrete automation – motion control
(note 1)
	1 ms
	1 µs
	0 ms
	99,9999%
	99,9999%
	1 Mbps

up to 10 Mbps
	Small
	1 Tbps/km2
	100 000/km2
	100 x 100 x 30 m 

	Discrete automation
	10 ms
	100 µs
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2
	100 000/km2
	1000 x 1000 x 30 m

	Process automation – remote control
	50 ms
	20 ms
	100 ms
	99,9999%
	99,9999%
	1 Mbps

up to 100 Mbps
	Small to big
	100 Gbps/km2
	1 000/km2
	300 x 300 x 50 m

	Process automation ‒ monitoring
	50 ms
	20 ms
	100 ms
	99,9%
	99,9%
	1 Mbps
	Small
	10 Gbps/km2
	10 000/km2
	300 x 300 x 50

	Electricity distribution – medium voltage
	25 ms
	25 ms
	25 ms
	99,9%
	99,9%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	100 km along power line

	Electricity distribution – high voltage 
(note 2)
	5 ms
	1 ms
	10 ms
	99,9999%
	99,9999%
	10 Mbps
	Small
	100 Gbps/km2
	1 000/km2

(note 9)
	200 km along power line

	Intelligent transport systems – 
infrastructure backhaul
	10 ms


	20 ms
	100 ms
	99,9999%
	99,9999%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	2 km along a road

	Tactile interaction
(note 1)
	0,5 ms
	TBC
	TBC
	[99,999%]
	[99,999%]
	[Low]
	[Small]
	[Low]
	[Low]
	TBC

	Remote control
	[5 ms]
	TBC
	TBC
	[99,999%]
	[99,999%]
	[From low to 10 Mbps]
	[Small to big]
	[Low]
	[Low]
	TBC

	NOTE 1: 
Traffic prioritization and hosting services close to the end-user may be helpful in reaching the lowest latency values.

NOTE 2: 
Currently realised via wired communication lines. 
NOTE 3: 
This is the end-to-end latency required for the 5G system to deliver the service in the case the end-to-end latency is completely allocated to the 5G system from the UE to the Interface to Data Network.
NOTE 4: 
Communication service availability relates to the service interfaces, reliability relates to a given node. One or more retransmission over the radio interface may take place in order to satisfy the reliability requirement.
NOTE 5: 
Small: payload typically ≤ 256 bytes 
NOTE 6: 
Based on the assumption that all connected applications within the service volume require the user experienced data rate. 
NOTE 7: 
Under the assumption of 100% 5G penetration.
NOTE 8      Estimates of maximum dimensions; the last figure is the vertical dimension.
NOTE 9:
In dense urban areas.

NOTE 10: 
All the values in this table are targeted values and not strict requirements. Deployment configurations should be taken into account when considering service offerings that meet the targets.


7.2.3
Other requirements

Audio-visual interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on audio-visual feedback. In the use cases like VR and interactive conversation the latency requirements include the latencies at the application layer (e.g., codecs), which could be specified outside of 3GPP.
To support VR environments with low motion-to-photon capabilities, the 5G system shall support:

-
motion-to-photon latency in the range of 7-15ms while maintaining the required user data rate of [1Gbps] and

-
motion-to-sound delay of [<20ms].

NOTE: 
The motion-to-photon latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. The motion-to-sound latency is the latency between the physical movement of a user's head and updated sound waves from a head mounted speaker reaching their ears.
To support interactive task completion during voice conversations the 5G system shall support low-delay speech coding for interactive conversational services (100 ms, one way mouth-to-ear).

Due to the separate handling of the audio and video component, the 5G system will have to cater for the VR audio-video synchronisation in order to avoid having a negative impact on the user experience (i.e. viewers detecting lack of synchronization). To support VR environments the 5G system shall support audio-video synchronisation thresholds:

· in the range of [125ms-5ms] for audio delayed and

-
in the range of [45ms-5ms] for audio advanced.
For the real-time service like online gaming, AR service, interactive conversation, cloud desktop service, the mobility performance during inter-RAT mobility should be equivalent to that intra-RAT mobility, and the target for mobility interruption time should be up to [xx] ms in this case.
************************Fifth Change************************

Annex A (informative):
Latency needs to support example use cases from vertical industries
The latency values required to support the potential opportunities in the use cases on vertical industries are summarised in table A.1-1 based on the NGMN white paper on vertical industries [4]. Latency in this table refers to the end-to-end latency at the application layer as defined in  clause 3.

The 5G network shall be able to minimize interruption and additional latency due to inter-RAT interworking to guarantee the user experience of real-time service with mobility 
Table A.1-1 Latency needs to support example use cases from vertical industries.
	Services/
Use cases
	Automotive use cases
	Transport, logistics, IoT use cases
	Health and wellness, smart cities use cases 
	Media and entertainment

	Description
	Expand detectable range beyond on board sensor capability by sharing views or detected objects among traffic participants, coordinate trajectories among vehicles, sharing coarse driving intention, real-time remote operation of vehicles
	Real-time sensing, reporting, feedback, control, remote, asset tracking, monitoring; context-aware services, recommendations at shopping mall, airport
	Live video feed (4K, 8K, 3D for remote healthcare (consultation, monitoring) and assisted surgery, real-time commands to control medical devices for treatment (e.g., medication, surgery); remote monitoring, surveillance and guidance for citizens and law enforcement officers.
	Media production services based on aggregation of various media feeds at servers; real-time peer-to-peer or server-client sharing of data (object information) for collaborative gaming, live streaming at live events

	Latency
	For mid/long-term environment modelling (dynamic high-definition digital map update):

Not critical (100 ms end-to-end)

For short term environment modelling (sensor sharing): <20 ms end-to-end

For cooperation (coordinated control):

-
<3 ms end-to-end for platooning , 
-
<10 ms end-to-end for cooperative manoeuvres .

-
<100 ms end-to-end for coarse driving intention

For remote vehicle operation:

10-30 ms end-to-end
	For massive connectivity for time-critical sensing and feedback:

<30 ms end–to-end. 

For remote drone operation and cooperative farm machinery:

10-30 ms end-to-end

Real-time control for discrete automation: 

≤1 ms end-to-end
	For real-time video/ telepresence/augmented reality for remote healthcare and assisted surgery, for monitoring and guidance (smart cities):

100 ms end-to-end

Real-time command and control for remote medication and surgery:

10-100 ms end-to-end

For smart grid: 

-
<5 ms end-to-end for transmission/grid backbone, 

-
<50 ms end-to-end for distribution/grid backhaul, 

Time-critical sensing and feedback for smart cities:

30 ms end-to-end
	For live streaming in crowded areas, services for media production, augmented reality for collaborative gaming etc.:

20 ms end–to-end


************************End of Change************************
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