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Discussion
This document describes the service area and deployment options of the use case low-latency streaming for live performance in subclause 5.8.3.
Proposal

------------------------- START OF PROPOSED CHANGES ----------------------------

------------------------- Start of Change 1 ----------------------------

5.8.3
Low-latency audio streaming for local conference systems

5.8.3.1
Description

The main task of a conference system is to distribute voice from one participant to other participants within the same location, e.g. a room or the conference venue. The service area encompasses the local conference area; communication services are limited to the service area. Remote conference systems are not covered here.
In a local conference system, the voice of several speakers is captured by a conference unit, transmitted to the base station of the Local High Quality Network (see Figure 5.8.3.1-1), where the mixing of the different audio streams is done, and then distributed to all other conference units connected to the Local High Quality Network. The other conference units,  replay the received audio stream. Low end-to-end latency is pivotal because the speakers always hear themselves speaking.


The conference units can be centrally configured and controlled, and they can start a poll among the participants. The local conference system is described in more details and its typical system parameters are listed in Table 5.8.3.1-1.
Figure 5.8.3.1-1 illustrates the logical topology of a local conference system. Each conference unit can act as a transmitter or receiver of an audio stream. The speakers’ voices are transmitted to a conference service application via a central base station (red arrow) from where the processed audio streams are distributed again to the other conference units (blue arrows). The receiving conference units can select between different channels. An example for such channels are different mixture of the speakers’ voices or their respective language translations. The conference system can be deployed either in a fixed installation setup or in a moving/portable setup. In the fixed installation case, the surrounding conditions, e.g. the property of the radio channel, are unchanged over a longer period in time than in the mobile case. In the portable setup case, the conference system is deployed in an ad-hoc manner. The location and time of deployment are only known shortly before the conference starts and roaming of the conference units across national borders can occur. 
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Figure 5.8.3.1-1: Logical topology of the local conference system use case

Table 5.8.3.1: System parameters of the local conference system use case

	
	Local Conference System
	Comments

	Application latency
	< 20 ms
	End-to-end maximum allowable latency of the use case in focus (i.e. between the microphone and the speaker/headphone), includes application and application interfacing. 

	End-to-end latency
	< 4 ms
	Latency that is introduced by the 5G system. This figure excludes delays occurred in the application and application interfaces.

	User experienced data rate
	150 kb/s to768 kb/s 
	4x in UL, 42x in DL 

	Control data rate
	≤ 50 kb/s
	Data rate per control link. One bi-directional control link per device is required. The control-link traffic is rather sporadic, i.e. event based, than continuous

	Communication service availability
	99,9999 %
	

	Packet error ratio
	<10-3
	The transmitted audio frames (with a packet duration of 4 ms) shall have a packet error ratio (PER) below 10-3 at the target communication interface. 

	# of audio links
	Up to 500
	The 5G system needs to support up to 500 active user terminals per cell

	Service area
	≤ 2500 m2
	Conference area, typically indoor. Typical height: 3 m to 5 m

	Synchronicity
	≤ 20 µs
	All wireless mobile devices shall be synchronised inside one local high quality network, for instance with respect to a reference system clock provided by one master device, e.g. the 5G base station.

	System setup time
	≤ 10 ms
	A wireless device in standby mode should be ready to operate within the system setup time after wake-up

	Internet access
	optional
	The system shall be able to work without access to the public Internet


5.8.3.2
Pre-conditions

All wireless audio devices on-site (Figure 5.8.3.1-1) are switched on and connected to a network through a local 5G base station.

5.8.3.3
Service Flows

A typical service flow in a local conference network can look as follows:

1)
The voice of several speakers is captured by a conference unit and wirelessly transmitted to a conference application located in the network, where the mixing of the different audio streams is done. The final audio streams are distributed to the corresponding conference units or public address systems.
2)
The floor channel is wirelessly transmitted as a multicast stream to all other conference units connected to the network.

3)
Additional audio mixes (e.g. interpretation channels) are distributed wirelessly to dedicated conference units connected to the network (unicast transmission).

5.8.3.4
Post-conditions

The local conference units run as required by the conference application.

5.8.3.5
Challenges to the 5G System

Special challenges to the 5G system associated with this use case include the following aspects:

1)
Very stringent requirements concerning on end-to-end latency, packet error ratio and communication service availability.

2)
Very stringent requirements concerning clock synchronicity at application nodes between different nodes. This implies that the 5G system must support isochronous packet transfer and ultra-precise time synchronisation, even in the UE. Time-Sensitive Networking features may be exposed to the application and pertinent interfaces implemented.

3)
Transmission of rather small chunks of data, resulting in potentially significant overhead due to signalling, routing, security, etc.

4)
Multicast support of stringent requirements.
5)
Support of local private network deployment that meet the application performance requirements.
5.8.3.6
Potential Requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	PMSE 2.1
	The 5G system shall support a clock synchronicity of 20 µs or better at application level between a communication group of 50 to 500 UEs in multicast operation.
	T
	

	PMSE 2.2
	The 5G system shall support data integrity and confidentiality protection, even for communication services with ultra-low latency and ultra-high communication service availability  requirements
	T
	

	PMSE 2.3
	The communication service availability of the 5G system shall exceed at least 99,9999%
	T
	

	PMSE 2.4
	The 5G system shall support hot-plugging in the sense that new devices may be dynamically added to and removed from a local conference application, without any observable impact on the communication to and from the other devices.
	T
	

	PMSE 2.5
	The 5G system shall support industry standards for precision clock synchronisation (e.g., IEEE 1588) for IP-based A/V systems in a way that the synchronisation requirements outlined in PMSE 2.1 can be met.
	T
	

	PMSE 2.6
	The 5G system shall support private network deployments (physical and virtual), e.g. within a private conference location.
	A
	

	


------------------------- End of Change 1 ----------------------------
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