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------------------------- START OF PROPOSED CHANGES ----------------------------

------------------------- Start of Change 1 ----------------------------
5.3.18
Flexible, modular assembly area 

5.3.18.1
Description

In the Factories of the Future, static sequential production systems will increasingly be replaced by novel, modular production systems offering high production flexibility and versatility. The concept of modular production systems encompasses a large number of increasingly mobile production assets, for which powerful wireless communication and localisation services are required. An example quantity structure for car manufacturing is provided in Clause X.
NOTE: The communication streams in this use case will usually have to coexist with those of other applications, e.g., massive wireless sensor networks (Subclause 5.3.8) and remote access and maintenance (Subclause 5.3.9).

5.3.18.2
Preconditions

Life cycle chain status: a modular production environment adaptable to the different variants of product orders is up and running. Modular assembly stations can be added or moved inside the production area. 

Communication infrastructure: a private, local network inside the manufacturing hall is installed, and the deployment is adapted to the flexible production layout. The local, private network is realised by a 5G system.

Mobile assets that are in a ready state, i.e. they are ready for factory production. These mobile assets typically include
· Lift and lowering AGV (moveable assembly platforms); 

· Convey and lift AGV;

· Mobile robots with video support for unstructured goods in stock;

· Root trains;

· Worker assistance support by aid of video up and download;

· Portable assembly tools (power screwdriver, riveting tools, staple guns …); 

· Portal cranes. 

5. 3.18.3
Service flows

Communication flows in the assembly area:  

· Vertical: ERP to and from MES (order and resource management);

· Vertical flows to and from MES: centralised orchestration of assets,  material and quality status;

· MES (decentralised production):  in many cases, communication will be initiated by the assembled part itself. In this document this kind of assembled part is called MPSC (manufactured product as a smart client). This MPSC is often moved by an AGV. Associated bi-directional communication patterns are
· MPSC – MES;

· MPSC – asset, worker (e.g. request for processing);

· Asset – MES (e.g. status);

· Asset – asset (e.g. collaborating robots);

· Asset – material (e.g. ID, localisation);

· Worker – MES (e.g. request for assistance);

· Worker – asset (e.g. request for localisation);

· Worker – material (e.g. ID, localisation).

· ERP, MES and MPSC communication: 

· Status information exchange between the MPSC, MES and ERP;

· MES or MPSC resource request for mobile assets, workers, and tools (identification, localisation, status, commands);

· Material request based on order management: mobile robots, AGVs, and root trains are instructed to bring parts and material to the assembly station just in time. Sending of status information;

· At an assembly station: 

· Workers get the task of assembling parts according instructions with real-time video assistance;

· Mobile robots get the task to assemble parts according to instructions from the MES or MPSC. Particular collaboration with a second robot or workers is requested;

· Information reporting: during and after the assembly process; status and quality information—combined with position info—are contributed.

5. 3.18.4
Post-conditions

The planned assembly step is finalised MPSC is moved to the next process step & assembly station by an AGV. 

5. 3.18.5
Challenges to the 5G system

· Ultra-reliable wireless communication for a variety communication services adhering to negotiated and guaranteed QoS parameters. 

· Communication bursts when several parallel actions occur (e.g. parallel actions supported by real-time video assistance).

· High density of mobile assets. 

· Changing the 5G network configuration in the production when the layout of the assembly area is altered. The 5G network configuration change is carried out by the production staff, supported by self optimising algorithm. In some cases this only involves the UEs. In other cases, base stations might have to be relocated or more base stations might have to be added to the 5G network.

· 5G network maintenance and communication service assurance:

· Monitoring the production environment and processes related to communication; detect potential communication bottlenecks in the production area. 

· The diagnosis of network error, faults, underperformance, etc. contains recommendations for what to do for fulfilling the requested QoS. 

5. 3.18.6
Potential requirements


5.3.18.6.1 Reconfiguration of the private 5G network for flexible production 
Changing the configuration should not compromise QoS guarantees of operating communication services. But a change in the physical production layout could imply changes in the communication infrastructure. Example: dynamic size adaption of radio cells.  This requires adding geographic information in QoS communication service requests.
	Reference Number
	Requirement
	Comment

	Factories of the Future 18.1

	The 5G system shall be able to expose information about allocated and free communication resources in a private network. The exposure shall take place via an API. Said information shall, if requested, disclose the geographic distribution of said resources.
	The geographic information can, for instance, be the geographic location of the private 5G network's bases stations within a factory hall.

	Factories of the Future 18.2
	The request response time of the service described in requirement 18.1 shall be less than 1 s.
	

	Factories of the Future 18.3
	5G front-haul components in private networks shall be replaceable without manual configuration of the hardware (settings, etc.).

	This requirement addresses reconfiguration of a running network, for instance changing the gNB hardware.

	Factories of the Future 18.4
	The network configuration time of added 5G frontend hardware (e.g., gNB radio head connected) shall be less than 3 s per device in a private network.
	This includes the reconfiguration time of the entire device.

	Factories of the Future 18.5
	The update time of the 5G network status—in case hardware was added or removed (after rebooting the new pertinent network part)—shall be less than 1s per device in a private network.
	This time budget includes initiating and reconfiguring for basic communication services.


5.3.18.6.2 Maintaining and operating 5G communication in flexible production scenarios
Running a highly available and reliable private 5G network for production environments requires different maintenance than for a typical IT office network. Prohibitive capital damage can result from the violation of the requested communication service quality. Therefore, the maintenance of private 5G networks in factories requires knowledge of the production process. This is the reason for why the private 5G network in production is the responsibility of the infrastructure operator (see Subclause 6.2). Management tools and rules to run and maintain a 5G network have to be adapted to the different qualification and view of the staff in a production environment. Furthermore, after damages with high economical impact, analysis based on trusted, logged network monitoring information is needed for identifying the failure origin and cause. 

	Reference number
	Requirement
	Comment

	Factories of the Future 18.6
	The 5G system shall be equipped with an interface for communication service monitoring. This interface shall be accessible by users. 
	This includes QoS monitoring

	Factories of the Future 18.7
	The update frequency of service monitoring information as per requirement 18.6 shall be larger than 1 Hz.
	

	Factories of the Future 18.8
	The 5G system shall be able to log communication QoS violations in a private network and expose the log to the user. 
	

	Factories of the Future 18.9
	The 5G network shall offer a user interface and the related functionality for synchronising the network time of a private network with an external clock.
	An example for external clocks is national standard clocks (NIST, PTB etc.)

	Factories of the Future 18.10
	The 5G system shall be able to acquire and log the kind of the QoS violation (for instance exceeding the maximum end-to-end latency) and the affected UEs in a private network. Individual entries in this log shall be time-stamped with the network time.
	

	Factories of the Future 18.11
	The 5G system shall be able to provide status and geographic position of all clients and front-haul devices in a private network. This includes relations between clients and front-haul units, i.e. what client is connected to what front-haul unit. 
	Preferred standardised localisation formats are: JT (ISO 14306), STL (stereo-lithography). 

A status example is: in sleep mode.

	Factories of the Future 18.12
	The 5G QoS violation log shall, upon request by the user, include the status and positions of all related UEs and front-haul devices in the private network. 
	

	Factories of the Future 18.13
	The 5G system shall be able to indicate the resource utilisation in the backhaul of the private network.
	

	Factories of the Future 18.14
	A standardised certification test is required for the security of the 5G network monitoring functionality.
	

	Factories of the Future 18.15

	The 5G system shall support the initialisation and authorisation of communication service requests that are tied to a pre-defined geographic area in a private network. The service reply shall indicate whether the request was accepted or denied, and—in the case of denial—what other communication services can be supported in the indicated geographic area. 
	One influencing parameter included in the service call is the description of the geographic area in which the communication service is to be delivered.

	Factories of the Future 18.16
	The response time for a communication service request shall be less than 100 ms.
	The response needs to include the service offering. The service offering can be void.


5.3.18.6.3  Support and interworking between private and public networks in flexible production scenarios
The supply chain in the factory can include deliveries by external companies that use automated HGVs or AGVs (see also Subclause 5.3.15). Furthermore, maintenance services and remote maintenance services (by external organisations) need to be supported.

	Reference Number
	Requirement
	Comments

	Factories of the Future 18.17
	The delay of providing user-requested run-time QoS monitoring and logging data from a 5G system shall be less than 5 s. 
	This assumes, of course, that the user is connected to the 5G system, e.g. via an UE and that the monitoring service request is granted.
This requirement applies to the private and the PLMN network.

	Factories of the Future 18.18
	The 5G system shall be able to log access and operation of external devices inside a private 5G network. The logged parameters include UE ID; access rights; time stamps of activities; location; requested and used communication service; and the ID of connected devices. 
	External devices are those that are not listed in the private network's subscriber base.

	Factories of the Future 18.19
	The 5G system shall be able to limit authorised communication services to defined areas, network segments, automation devices or applications. The access rights can be organised by user groups.

	

	Factories of Future 18.20
	The 5G system shall be able to offer PLMN services via a slice of a private network. 
	Here, access to the PLMN slice is conditioned on authorisation by the private network (e.g., exclusion of UEs that are black-listed in the private network). Communication between the PLMN and the PLMN slice in the private network takes places via a secure interface.

Rationale: If, for instance, a laptop in on the shop floor is connected to the private network, parallel connections to the public 5G network through a dedicated slice can be established. However, the private network can also block certain UEs, for instance if the laptop in question is connected to the public internet via other communication means. 

	Factories of the Future 18.21
	The 5G system shall be able to use common clocks across several 5G deployments. The 5G system shall expose related clock interfaces to other, trusted 5G deployments.
	Example: PLMN provider A and B offer an end-to-end service between two UEs. Service monitoring entries in the related, deployed 5G networks need to be time-stamped with a common clock.

	Factories of the Future 18.22
	The 5G system shall be able to create and store communication service monitoring logs in a secure manner. The integrity of monitoring logs shall be protected.
	


------------------------- End of Change 1 ----------------------------
------------------------- Start of Change 2 ----------------------------

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

5G
Fifth Generation

AGV
Automated Guided Vehicle

AR
Augmented Reality

A/V
Audio/Video

C2C
Control-to-Control 

CAN
Controller Area Network

CCTV
Closed Circuit Television

DMS
Distribution Management System

DSO
Distribution System Operator

ECU
Engine Control Unit

EMS
Energy Management System

ERP
Enterprise Resource Planning

FR
Foundational Requirement

GoA
Grade of Automation

HD
High definition

HGV
Heavy Good Vehicle

HMI
Human-Machine Interface

IEEE
Institute of Electrical and Electronics Engineers

IEM
In-Ear Monitor

INV
Inverter, electronic power converter, with co-located communications and data processing unit

IoT
Internet of Things

IPsec
IP Security

IT
Information Technology
LOS
Line of Sight
µDC
Micro Data Center 

MEC
Multi-Access Edge Computing

MES
Manufacturing Execution System

ML
Machine Learning

MNO
Mobile Network Operator

MPSC
Manufactured Product as a Smart Client

MTTC
Mass Transit Train Control

OT
Operational Technology

PA
Public Address

PER
Packet Error Ratio

PLC
Programmable Logic Controller

PMSE
Programme Making and Special Events

PTP
Precision Time Protocol

RE
Requirement Enhancement

RES
Renewable Energy Sources

SL
Security Level

SR
Security Requirement

TSO
Transmission System Operator

VLAN
Virtual LAN

VR
Virtual Reality

WSN
Wireless Sensor Network

------------------------- End of Change 2 ----------------------------
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