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Abstract: This document provides some editorial changes and changes to TR 22.823.

-------------------------------------------- START OF PROPOSED CHANGES --------------------------------------


------------------------------------------ NEXT PROPOSED CHANGES -----------------------------------------------
3
Definitions, and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

<defined term>: <definition>.


------------------------------------------ NEXT PROPOSED CHANGES -----------------------------------------------
4.4.6
[Potential] Requirements

The IMS network shall be able to provide the required QoS (e.g., reliability, latency, and bandwidth) for AR service.
To support AR service, the IMS network shall be able to support the motion-to-photon latency requirement as specified in TS 22. 261, section 7.2.3.
The IMS network shall be capable of monitoring the QoS provided for AR media stream for assurance of the AR service quality.
The IMS network shall be able to inform the AR application layer when the required QoS cannot be provided.
The IMS network should be able to terminate different media streams individually (e.g. keep only the sound stream of AR media when the required QoS for AR media stream cannot be provided).
The IMS network shall be able to support speech coding for positional sound.

The IMS network shall be able to set up and manage AR media stream (e.g. coding and de-coding of video stream, composition of virtual and real world objects).

Note: AR service provided over multi-operator networks and large distances is FFS.
------------------------------------------ NEXT PROPOSED CHANGES -----------------------------------------------
4.5.6
[Potential] Requirements

The IMS system shall support sufficient SDP-based mechanisms for the negotiation of streaming and VR capabilities across senders and receivers during both call setup and mid-call

The IMS system shall support spatial audio, in this case it has to be transmitted in sync and via multiple channels (to support 3D and spatial characteristics)
The IMS system shall support metadata (e.g. location of users) to orchestrate the communication links and media servers (e.g. a viewport generators, re-encoders) involved in the session.
The IMS system shall support different audio modes, e.g.:

-
No audio (audio is not transmitted or via a different channel, e.g. to support lower latency for audio vs. video);
-
Stereo audio;
-
Multi-channel audio in sync with the video and with spatial information.
The IMS system shall support different delay modes, e.g.:

-
Ultra-Low latency mode, with a camera to display delay that is as close to that of MTSI as possible (to enable conversational services); 
-
Moderate latency mode, with delay of <10sec (for one way immersive media content, like remote teaching);
-
High latency mode, with a delay of 10-30sec (for video broadcasting media, like stadium view, concert, webinar).
The IMS system shall support different (immersive) video quality modes, e.g.:

-
Low quality mode, e.g. 2k video resolution with 30fps (up to 15Mbps);
-
Moderate quality mode, e.g. 4k video resolution with 60fps (up to 50Mbps);
-
High quality mode, e.g. 8k+ video resolution with 90+ fps (up to 339Mbps).

The IMS system shall signal the different Audio, Video and Delay modes.
------------------------------------------ NEXT PROPOSED CHANGES ------------------------------------------------
4.5
 VR Telepresence

4.5.1
Description

The general concept of a VR Telepresence system is to broadcast your own environment (e.g. as 360 degree video) and allow another party to enter your environment, while being able to communicate and interact with you. The following use case shows such a communication link.

Anne is currently on a business in Japan and wants to join a meeting with her team back home in Amsterdam. The team is located in a meeting room around a 360 camera and a microphone array is located on top of the camera to capture spatial sound. The conferencing application on Anne’s tablet shows a section of the 360-degree view of the conferencing room. On voice activity, the camera shows the person currently talking. Anne can swipe the image to look into any direction in the conference room. Equally Anne could switch to an VR head mounted display (HMD) or an AR glasses to experience a better immersion and presence of the meeting room in Amsterdam.

In this scenario one side captures a 360-degree spherical video (e.g. accomplished through the use of an omnidirectional camera) and 3D spatial audio (e.g. captured with a microphone arrays). This captured image can be shown on a traditional display or within an HMD (for full immersion). However, if Anne’s mobile device is not supporting the capability to encode the full 360-degree video, or if Anne has limited bandwidth (e.g. due to being in a crowded office area), the IMS system needs to only send Anne’s end device a part of the video (i.e. the current viewpoint of Anne). Such nre-encoding needs to be executed on a server physically as close as possible to Anne’s current location (i.e. in Japan). Otherwise the motion-to-photon delay would be too high to adopt the view quick enough and Anne’s experience would suffer.

Extending on the use case from above, another colleague of Anne, Paul, is joining the conversation from Singapore. In this case the IMS system has to manage the streams between multiple user devices. Thus, the IMS system might implement intelligent routing strategies like Audio/Video MCUs (multipoint control units), in order to reduce the bandwidth load on the overall system.  As well as the re-encoding component such MCUs also depend on the physical location of the end users.

------------------------------------------ NEXT PROPOSED CHANGES -----------------------------------------------
4.6
IMS network slicing

4.6.1
Description

IMS Network slicing allows the operator to provide customised IMS networks, based on e.g. service categories, service performance requirements.
An IMS network slice can be composed of all or part of IMS network functional entities. 

One IMS network can support one or several network slices.
IMS network slice along with 5GC slice provide an end to end customised network for IMS based services. There are two cases can be considered:

Case 1:

Currently 22.261 states that “A network slice can provide the functionality of a complete network, including radio access network functions and core network functions (e.g., potentially from different vendors). One network can support one or several network slices.”

However this doesn’t include IMS as part of the network slice.

The category of 5GC slice is different from IMS slice. 5GC slice types are categorized by the different types of network performance requirements (e.g. latency, bandwidth, etc.). But IMS slice type should be categorized by the different types of application requirements (e.g. MCPTT, Public Safety, etc.), which does not match to 5GC slice types.

Therefore it is possible that a user access to a specific IMS slice via different 5GC slices, e.g. a user subscribed to IMS video service may access to an IMS real time communication slice via eMBB slice and URLLC slice (e.g. video call when using AR/VR).

However, some applications may require the same network performance, so that a user can access different IMS slices via a single 5GC slice, e.g. a user may access via eMBB slice to IMS voice call slice or Public safety slice.

It is therefore proposed to consider IMS network slicing independent to 5GC slice as shown as the figure below.
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Figure 4.6-1: IMS network slicing independent to 5GC slice
Case 2:

According to NGMN document - Description of Network Slicing Concept v1.0.8 [2] Clause 4.1, which is cited below, IMS can be a sub network instance of a network slice instance. 

Some examples of a network slice instance: Enhanced MBB, M2M, Enterprise and Industry etc. 

Example of a sub network instance: IMS (IP Multimedia Subsystem) etc. 

The concept is extensible to any scenario envisioned for an application of the network slice framework. 
So, another option is to include IMS as part of the E2E slice.
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Figure 4.6-2: IMS network slicing as a sub network to 5GC slice
4.6.2
Pre-conditions

NA

4.6.3
Service Flows

NA

4.6.4
Post-conditions

NA

4.6.5
Potential Impacts or Interactions with Existing Services/Features

None identified.

4.6.6
[Potential] Requirements

IMS network shall support the Network slicing requirements as defined in TS 22.261 clause 6.1.2.
Note: IMS network can either be part of network slice or an independent slice.
IMS network shall allow user to access a specific IMS slice via different 5GC slices.

IMS network shall allow users to access different IMS slices via a single 5GC slice.
--------------------------------------------- END OF PROPOSED CHANGES -----------------------------------------
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