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Abstract: this document discusses the potential performance requirements that have been captured in the current TR and identifies the open issues for further discussion; and proposes the way forward.
Introduction

Further to the performance requirements for low-latency and high-reliability scenarios agreed in Release 15 SMARTER, TR 22.804 captured additional potential performance requirements related to the communication for automation in vertical domains.
Having gained better understanding of the communication services required for the automation in vertical domains, it becomes clear that it is essential to map the vertical domain communication requirements into the suitable KPIs that can be used to guide the 3GPP system design. In fact, during the course of the 5G system design (and the enhancement to the EPS for URLLC) SA1 received several LSs requesting clarification on the identified performance requirements. 
This document intends to discuss the CAV performance requirements captured so far, identify the open issues on mapping them into suitable KPIs for the 3GPP system design, and proposes the way forward.
Discussion

1. Terminologies
For simplicity reasons, only two typical KPIs are discussed here by comparing the definition in SA1 TR 22.804 with the definition in RAN TR 38.913 and SA2 TS 23.501.

1.1 Latency

In TR 22.804 the following terminology is defined:

end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

RAN has defined several KPIs in TR 38.913 related to latency, among which the most relevant one is user plane latency:

The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.

SA2 has also defined “Packet Delay Budget (PDB)” in TS 23.501 as one of performance characteristics.

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the UPF that terminates the N6 interface. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). For a delay critical GBR QoS flows, a packet delayed more than PDB is counted as lost if the transmitted data burst is less than Maximum Data Burst Volume within the period of PDB. For all other flows, the PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.
Please also find below the User Plane architecture specified in TS 23.501 for more information.
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Observation #1: 
· end-to-end latency defined in SA1 is typical “application level (in contrast to the underlying 3GPP network)” KPI; 
In a typical case the “source” to the “destination” in the definition can be assumed as UEs.
· user plane latency defined in RAN refers to the latency over the radio interface between a UE and a base station.
· Packet Delay Budget in SA2 is related to the latency from a UE up to the N6 reference point interfacing a Data Network.

In addition, cycle time (Tcycle) is defined in SA1 TR 22.804 as a KPI for a cyclic data communication service, such as a motion control system as described in the TR. During one communication cycle time Tcycle the motion controller sends updated set points to all actuators, and all sensors send their actual values back to the motion controller. The delay budget of one cycle time can be assumed to be distributed along the entire communication path of a motion controller ( an actuator ( a sensor ( the motion controller. 
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In one deployment scenario the motion controller, actuators and sensors can be assumed as 3GPP devices (using direct or indirect 3GPP communication). In order to identify the performance requirements that can guide the 3GPP system design, the following issues need to be clarified.

Issue #1: How many devices involved in the entire communication path of one cycle time.
Issue #2: when parallel communication happens (i.e. the motion controller sends updated set points to multiple actuators in parallel), how to determine the requirement on Tcycle.
Issue #3: In case of device failure (which is a valid assumption for real networks) how to determine the requirement on Tcycle.

1.2 Service Availability and Service Reliability
These two terms are defined in TR 22.804: 

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 1: The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 2: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions

NOTE 1: Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 2: Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.
RAN has defined reliability in TR 38.913 as follow:

Reliability can be evaluated by the success probability of transmitting X bytes within a certain delay, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality (e.g., coverage-edge). 

Instead of reliability SA2 has defined “Packet Error Rate” as one of the performance characteristics:

The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For some 5QI the value of the PER is the same in UL and DL. For QoS Flows with delay critical GBR resource type, a packet which is delayed more than PDB (but which comply with the GBR and Maximum Data Burst Volume requirements) is counted as lost, and included in the PER. If the burst for a delay critical GBR QoS flow is greater than the Maximum Data Burst Volume, delayed packet is not included in the PER.

Observation #2: 
· communication service availability and communication service reliability defined in SA1 refers to the overall communication service, which are related to not only the 3GPP system design also the operational aspects; 

· Reliability defined in RAN refers to the performance requirement over the radio interface between a UE and a base station.
· Packet Error Rate in SA2 is related to the radio network design.

When a cyclic data communication service (as defined in TR 22.804) is considered, the communication service availability and reliability requirements need to be carefully examined in order to identify the suitable KPIs for the 3GPP system design. The following issues need to be clarified.

Issue #4: How to map the service availability and reliability requirements for the cyclic communication among several devices into the reliability KPI defined for the radio interface between a UE and a base station.

Issue #5: In case of device failure (which is a valid assumption for real networks) how to determine the requirements on service availability and reliability.

Proposal #1: The issues listed above need to be clarified in order to identify the suitable KPIs for the 3GPP system design.
2. Architectural assumption
The simplified overall architecture (mainly NG-RAN) is illustrated below.
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The typical communication modes enabled by the 3GPP system include 
· Direct and indirect (via a relay UE) communication between a UE and a base station 

· Communication between two UEs via the 3GPP network (i.e. at least the RAN and the CN)

· Communication between two UEs directly (e.g. via PC5)

So far we have discussed at least two possible deployment options:
· The communication service is implemented by the 3GPP system only

· The 3GPP system provides part of the communication service

One example for the latter case (as captured in TR 22.821) is shown below:
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Proposal #2: The issues listed above need to be clarified for different architectural assumptions (for different deployment options) in order to identify the suitable KPIs for the 3GPP system design.

Conclusion and Proposal
Based on the discussion above, we have the following observations:
Observation #1: 
· end-to-end latency defined in SA1 is typical “application level (in contrast to the underlying 3GPP network)” KPI; 
In a typical case the “source” to the “destination” in the definition can be assumed as UEs.

· user plane latency defined in RAN refers to the latency over the radio interface between a UE and a base station.
· Packet Delay Budget in SA2 is related to the latency from a UE up to the N6 reference point interfacing a Data Network.

Observation #2: 
· communication service availability and communication service reliability defined in SA1 refers to the overall communication service, which are related to not only the 3GPP system design also the operational aspects; 

· Reliability defined in RAN refers to the performance requirement over the radio interface between a UE and a base station.
· Packet Error Rate in SA2 is related to the radio network design.

The following open issues are identified:

Issue #1: How many devices involved in the entire communication path of one cycle time.

Issue #2: when parallel communication happens (i.e. the motion controller sends updated set points to multiple actuators in parallel), how to determine the requirement on Tcycle.
Issue #3: In case of device failure (which is a valid assumption for real networks) how to determine the requirement on Tcycle.

Issue #4: How to map the service availability and reliability requirements for the cyclic communication among several devices into the reliability KPI defined for the radio interface between a UE and a base station.

Issue #5: In case of device failure (which is a valid assumption for real networks) how to determine the requirements on service availability and reliability.

It is therefore proposed:

Proposal #1: The issues listed above need to be clarified in order to identify the suitable KPIs for the 3GPP system design.

Proposal #2: The issues listed above need to be clarified for different architectural assumptions (for different deployment options) in order to identify the suitable KPIs for the 3GPP system design.
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