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Abstract: This contribution provides an update of subclause 5.8.2 in TR 22.804 to resolve the editor’s note on service area.
Discussion
This document describes the service area and deployment options of the use case low-latency streaming for live performance in subclause 5.8.2.
Proposal

------------------------- START OF PROPOSED CHANGES ----------------------------

------------------------- Start of Change 1 ----------------------------

5.8.2
Low-latency audio streaming for live performance
5.8.2.1
Description




Live performance applications are quite divers, which implies that e.g. latency limited or requirements for privacy and so on may be considered for differently for different scenarios. However, this document tries to summarize requirements so that most typical use-cases are covered.
In a  demanding professional live performance scenario, artists on stage use wireless microphones while hearing themselves via the wireless IEM system. Communication services are limited to the stage where the performance is taking place, i.e. the service area has local character (see Table 5.8.2-1). Artists may be moving with considerable speeds (up to 50 km/h, see Table 5.8.2-1) around the service area, for instance if wearing roller skaters. The audio signal coming from the microphone is streamed to a mixing console, where the different incoming audio streams are 
mixed. After mixing, several audio streams can be distinguished, e.g. the Public Address (PA), the individual IEM, or recording mixes. Here, IEM mixes are transmitted wirelessly, whereas most of the other signals are streamed via wired connections. 

Figure 5.8.2.1-1 shows the typical topology of current live performance use cases. The whole setup follows a link-based approach, meaning that every wireless audio link is based on one specific mobile terminal connected to one specific installed transmitter (IEM) or receiver (microphone). Similar setups can be found in live events such as TV shows, sports events, musicals, and press conferences.
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Figure 5.8.2.1-1: Logical topology of the live performance use case
The lowlatency audio streaming use case addresses key issues of wireless audio production, and focuses on low-latency and high-reliability aspects [x]. Even if the number of active wireless audio links or data rates of the respective wireless audio streams may vary, the requirements regarding end-to-end latency, communication service availability and communication service reliability remain principally the same for all kind of live audio streaming applications. 
The application latency of the wireless audio-production system (Figure 5.8.1-2) must be much lower than the application latency of other speech transmissions systems, like telephony services. This is because the audio source (e.g. a microphone) and the audio sink (e.g. an in-ear monitor [IEM]) are co-located at the head of the performing artist. Due to human physiology (i.e. cranial bones conduction) an end-to-end application latency greater than 4 ms would confuse the performing artist while hearing himself through the IEM. Even though, this is the most demanding scenario it is very common and challenges various aspects of system design.
Low-latency streaming applications require high synchronicity between all related devices. Therefore, a system clock, e. g. a word clock, is provided by an external word clock generator. This generator can be a dedicated device or it can be integrated, e.g. into the audio mixing console. Timestamps are typically used to determine playback times of digital audio data. All wireless audio devices involved in the live performance production network must be enabled to capture and reproduce their audio samples at  exact the same time. In other words,  every audio sample has a precise and unique relation to the system time. The system time and synchronisation accuracy must be much higher than the audio sampling clock. Additionally, respective clock jitters need to be much smaller than the audio sampling period. In order to support today’s and future professional production, a synchronicity of 1 µs (see Table 5.8.2.1-1) with respect to the system clock must be met at the application level of all involved devices (wireless microphones, in-ears monitors, audio mixing).

In Table 5.8.2.1-1, typical system characteristic parameters of the live performance use case such as end-to-end delay, system delay, data rates, reliability, and synchronicity are listed. Not all system parameters presented in the table are discussed in detail in this document; they are provided for guidance.

Table 5.8.2.1-1: System parameters of the live performance use case.

	
	Characteristic system parameter
	Comments

	Application latency
	< 4 ms
	End-to-end maximum allowable latency of the use case in focus, which includes application and application interfacing, see Figure 5.8.2.1-2.

	End-to-end latency
	< 1 ms
	Latency that is introduced per hop (UL/DL)of the 5G wireless communication system, excluding application and application interfaces, (see Figure 5.8.2.1-2).

	User-experienced data rate
	150 kb/s to 4,61 Mb/s
	Different user data rates per audio link need to be supported for different audio demands

	Control data rate
	≤ 50 kb/s
	Data rate per control link (UL/DL)

	Communication service availability
	99,9999 %
	

	Packet error ratio
	< 10-3
	The packet error ratio (PER) of the system shall be below 10-3 for a packet size corresponding to 1 ms audio data.


To make packet errors inaudible, error concealment is used at application level. Every concealment is capable of handling one specific kind of error distribution. 

	# of audio links
	50 to 300
	Simultaneous audio links

	Service area
	≤ 10.000 m2
	Event area, indoor and outdoor. Typical heights of indoor stages: 5 m to 10 m.

	Synchronicity
	0,25 µs to 1 µs
	All wireless mobile devices of a local high quality network shall be synchronised at the application level within the specified accuracy

	User speed
	≤ 50 km/h
	In musical events like "Starlight Express", artists are moving on roller skates with speeds up to 50 km/h

	Security/ Integrity
	The - audio application data is encrypted
	In some of the respective applications


The relation between application latency and end-to-end latency for the live performance use case is depicted in Figure 5.8.2.1-2. End-to-end latency is to be understood as the user plane latency between two terminal devices.

However, it must be taken into account that the audio uplink stream is supposed to be not identical to the audio downlink stream (e.g. a monitor mix). Mixing might take place in the MEC cloud or in another UE connected to the same base station. That implies that the required end-to-end latency figure depends on the implemented system topology. In order to achieve an application latency of 4 ms, end-to-end latency for the communication between UE and the network should be much less than 1 ms.
Furthermore, the application latency in the live performance use case must be guaranteed for every packet of every audio stream, independently of the system load, with the specified data rates, and for pre-defined durations.
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Figure 5.8.2.1-2.: Latency considerations and system topology of the live audio performance use-case 
Finally, the all devices need to be connected to the audio mixing console that includes also external audio hardware systems and legacy devices. 
5.8.2.2
Pre-conditions

All wireless audio devices on-site (Figure 5.8.1-2) are switched on and connected to a 5G network.

5.8.2.3
Service Flows

A typical service flow in a live performance production network may look as follows:

1)
Wireless audio devices (microphones) capture and process audio signals, for instance from the artists or music instruments. Each audio signal is sampled and processed in an isochronous audio stream.

2)
The isochronous audio streams are transmitted wirelessly to the audio mixing console.

3)
The received audio streams are mixed according to the application requirements and several audio streams are produced (e.g., for the PA system and individual IEM mixings for the artists and recording mixings).

4)
The IEM mixes are transmitted wirelessly as isochronous audio streams to the corresponding artists.

5.8.2.4
Post-conditions

The live performance devices run as required by the application and without any perceivable impairments.

5.8.2.5
Challenges to the 5G System

Special challenges to the 5G system associated with this use case include the following aspects:

· Very stringent requirements on communication service availability, packet error ratio,  and end-to-end latency throughout the entire  operation time. Here, end-to-end latency requirements are to be understood not as an average value for the data stream, but as a limit for every packet of the stream.

· Very stringent requirements on application level clock synchronicity between different nodes.. This implies that the 5G system must support isochronous packet transfer and ultra-precise time synchronisation, even in the user equipment. Time-Sensitive Networking features may be revealed to the application or equivalent interfaces be implemented.

· Transmission of rather small chunks of data, resulting in potentially significant overhead due to signalling, local routing, security, etc.
· Support of local private network deployment with KPIs that meet the application performance requirements.
· Support of local processing capabilities (MEC edge cloud) and local break-out interface for interworking with external audio hardware systems or legacy devices.
5.8.2.6
Potential Requirements

	Reference Number
	Requirement text
	Application / Transport

	PMSE 1.1
	The 5G system shall support ultra-low latency communication. Maximum end-to-end latency shall be 1 ms for user experienced data rates between 150kb/s and 4,61Mb/s.

NOTE: The end-to-end latency is  required for uplink (microphone to mixer) and downlink (mixer to ear piece).  
	A

	PMSE 1.2
	The 5G system shall support clock synchronicity of a communication group of 50 to 300 UEs of 1 us.
	A

	PMSE 1.3
	The 5G system shall support a communication service availability of 99,9999%.
	T

	PMSE 1.4
	The 5G system shall support data integrity and confidentiality protection, even for communication services with ultra-low latency and ultra-high reliability requirements.
	T

	PMSE 1.5
	The 5G system shall support hot-plugging in the sense that new devices may dynamically be added to and removed from a live performance application, without any observable impact on other devices.
	T

	PMSE 1.6
	The 5G system shall support UE speeds up to 14 m/s (50km/h), even for communication services with ultra-low latency and ultra-high reliability.
	T

	PMSE 1.7
	The 5G system shall support private network deployments (physical and virtual) within the service area for particular applications that require a high level of privacy.
	A

	PMSE 1.8
	The 5G system shall support appropriate local interfaces for interworking with legacy PMSE devices (e.g. wireless microphones, wireless IEMs). Using e.g. Ethernet, legacy devices to be connected to the 5G and mixing system, respectively.
	A



------------------------- End of Change 1 ----------------------------

Start of Change 2
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End of Change 2
Start of Change 3

3. Definitions
isochronous: the time characteristic of an event or signal that is recurring at known, periodic time intervals.

NOTE x: Isochronous data transmission is a form of synchronous data transmission where similar (logically or in size) data frames are sent linked to a periodic clock pulse.
NOTE y: Isochronous data transmission ensures that data between the source and the sink of the A/V application flows continuously and at a steady rate.
End of Change 3
--------------------------------------- END OF PROPOSED CHANGES ---------------------------------------
potentially MEC Cloud-based Processing








