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5.4
eV2X support for remote driving

5.4.1
Description

Remote driving is a concept in which a vehicle is controlled remotely by either a human operator or cloud computing. 

While autonomous driving needs a lot of sensors and sophisticated algorithm like object identification, remote driving with human operators can be realized using less of them. For example, if on-board camera of the vehicle feeds the live video to remote human operator, human operator can easily understand the potential hazard of the vehicle without assistance of any sophisticated computing. Based on this video, the remote operator sends commands to the vehicle. 

Remote driving can support different use cases than autonomous driving. Buses follow pre-defined static routes and a specific lane, and stop at pre-defined bus-stops. Thus, the characteristic of operating these buses are somewhat different from what is required for operating autonomous vehicles. For these buses, live video stream includes not only outside-bus image but also inside-bus image, so remote operators additionally need to react to more diverse scenario such as passengers getting on/off the bus.

Also, when cloud computing replaces human operators, coordination between vehicles can be achieved. For example, if all the vehicles feed their schedule and destination, the cloud can coordinate which route each vehicle will take. This coordination will reduce potential traffic congestion, overall travel time, leading to better fuel efficiency.
5.4.2
Potential requirements

The following potential requirements are derived from this use case:

[PR.5.4-001]
The 3GPP system shall support user experienced data rate up to 1 Mbps at DL and 20 Mbps at UL for UE supporting V2X application for an absolute speed of up to 250 km/h.

NOTE 1:
The assumption is that each H.265/ HEVC stream is up to 10 Mb/s and outside-vehicle video streams showing the lane situations around a vehicle are delivered to a remote driver. In addition, outside-vehicle audio streams may be delivered to a remote driver for conveying the noises and horn sounds from other vehicles.
NOTE 2:
At least an inside-vehicle video stream and an inside-vehicle audio stream, whose delay requirements can be more relaxed than those of outside-vehicle video and audio, may be delivered to a remote driver for monitoring the situations.
[PR.5.4-002]
The 3GPP system shall be able to control the UL and DL reliability of V2X communication, depending on the requirement of V2X application.

[PR.5.4-003]
The 3GPP system shall support ultra-high UL and DL reliability (99.999 % or higher) for UE supporting safety-related V2X application for an absolute speed of up to 250 km/h.

[PR.5.4-004]
The 3GPP system shall support an end-to-end latency of [5] ms between V2X application server and UE supporting safety-related V2X application, assuming media encoding time of [x] ms and decoding time of [y] ms, for an absolute speed of up to 250 km/h.

5.11
Information sharing for high/full automated driving

5.11.1
Description
5.11.1.1
General
This use case is interpreted as an automated driving at the level of e.g. SAE Level 4 and Level 5 automation [38], where non-short inter-vehicle distance (e.g. >2sec * vehicle speed) is assumed and high-resolution data exchange is required.

The following applies for aspects of cooperative perception and cooperative manoeuvre.

-
Cooperative perception: This use case requires sharing high resolution perception data (e.g., camera, LIDAR, occupancy grid) among vehicles in the same area.

-
Cooperative manoeuvre: This use case requires sharing detailed planned trajectory among all involved vehicles via V2X for collaborative manoeuvre.

The following requirements apply for KPIs.

-
Data rate: [50] Mbps per link for cooperative perception. [3] Mbps per link for cooperative manoeuvre.

NOTE 1:
[50] Mbps is derived from: H.265/ HEVC camera ~10 Mbps + LIDAR ~35 Mbps (6 vertical angles, 64 elements, [10] Hz horizontal rotation) + other sensor data. [3] Mbps is derived from: Planned trajectory ~2.5 Mbps (32 byte/coordinate, 10 ms resolution, 10 sec trajectory, [10] messages/sec) + other intention data. (cf. [20]) The message transmission rate of [10] messages/sec for the purpose of calculation comes from assumption that a transmitter vehicle and RSU generate a new message every [100] ms. (cf. [22])

-
End-to-end latency: low

NOTE 2:
Low application-layer end-to-end latency is required (e.g. [100] ms) (cf. [20]).
-
Reliability: High reliability
-
Communication range: [5] sec * (maximum relative speed [m/s]) (cf. [21]) 

NOTE 3:
In SAE Level 4 and Level 5 automation (cf. [23] [38]), the automated driving system is expected to be available for control without human intervention. To this end, the vehicle needs to obtain predictive information of environments sufficiently ahead (e.g., [5] sec ahead). (cf. [24])
NOTE 4:
In general, between UEs, the following mobility [km/h] (Relative vehicle speed) is assumed: Urban: [0-100] km/h, Sub-urban: [0-200] km/h, Autobahn: [0-250] km/h (same direction). Between UE and RSU, the following mobility [km/h] (Relative vehicle speed) is assumed: Urban: [0-50] km/h, Sub-urban: [0-100] km/h, Autobahn: [0-250] km/h (same direction). (cf. [2])
-
Density of connection devices: High density
5.11.1.2
Pre-conditions 

1.
Vehicles A, B, and C and RSUs X, Y, and Z support V2X communication for information sharing for full automated driving.

2.
Any combination of vehicles A, B, and C and RSUs X, Y, and Z are in communication range.

3.
Vehicles A, B, and C are travelling in proximity, where inter-vehicle distance is not short (e.g. >2 sec * vehicle speed).
5.11.1.3
Service flows 

1.
Each vehicle shares its high resolution perception data (e.g., camera, LIDAR, occupancy grid) and/or detailed planned trajectory with other vehicles, directly or via the network. An RSU may capture high resolution perception data around a corner or an obstacle, or an intersection. Each RSU shares its high resolution perception data with vehicles A, B, and C, via point-to-point transmission or multicast/broadcast.

2.
Each vehicle obtains the information of the surrounding environment that cannot be obtained only from local sensors and also obtains the planned trajectory of the other vehicles in proximity.

5.11.1.4
Post-conditions 

1.
Each vehicle utilizes the received information of high resolution perception data and/or planned trajectory of other vehicles as predictive information for its driving.

2.
Road safety and traffic efficiency are improved.

5.11.2
Potential requirements

[PR.5.11-001]
The 3GPP system shall be capable of supporting user experienced data rate of [53] Mbps between UEs supporting V2X application.

[PR.5.11-002]
The 3GPP system shall be capable of supporting user experienced data rate of [50] Mbps between a UE supporting V2X application and an RSU.

[PR.5.11-003]
The 3GPP system shall be capable of transferring messages between two UEs supporting V2X application, directly or via an RSU, with a maximum application-layer end-to-end latency of [100] ms.

[PR.5.11-004]
The 3GPP system shall be capable of transferring messages between a UE supporting V2X application and an RSU with a maximum application-layer end-to-end latency of [100] ms.

[PR.5.11-005]
The 3GPP system shall be capable of supporting high reliability without requiring application-layer message retransmissions.
[PR.5.11-006]
The 3GPP system shall be capable of supporting a communication range sufficient to give the predictive information to the vehicles in proximity (e.g. [5] sec * (maximum relative speed) [m/s]). 

NOTE:
In each mobility scenario, [5] sec * (maximum relative speed) [m/s] is equal to: [139] m for the maximum relative speed of [100] km/h in urban, [278] m for the maximum relative speed of [200] km/h in sub-urban, and [347] m for the maximum relative speed of [250] km/h in Autobahn (same direction).
[PR.5.11-007]
The 3GPP system shall be capable of supporting a high connection density.
5.16
Video data sharing for assisted and improved automated driving (VaD)
5.16.1
Description

5.16.1.1
General
The visual range of the driver is in some road traffic situations obstructed, for instance by trucks driving in front [26]. Video data sent from one vehicle to the other can support drivers in these safety-critical situations. Video data may also be collected and sent through a capable UE-type RSU.
But sharing pre-processed data, where objects are for instance extracted by an automatic object detection, is not sufficient, because the drivers’ decision on a manoeuvre is subject to their driving capability and safety preferences (distance between cars, velocity of vehicles in oncoming direction) [2]. 

Sharing high resolution video data better supports drivers to make the manoeuvre decision according to their safety preferences. However, sharing low resolution video data is not sufficient, as obstacles are not visible and might get overlooked. Additionally, video data needs to be compressed at a low delay or may not be compressed. 

The following two sets of Key Performance Indicators (KPIs) relate to different technology levels of driving automation. 

KPIs for set 1 enables service to be considered by a human visual system (driver is still in the control loop, but it does not exclude being a machine):
-
Latency less than [50] ms, assuming media encoding time of [x] ms and decoding time of [y] ms, to enable near real-time video data sharing and monitoring on the application layer.

-
Data rate 10 Mbps [2] to transmit at least progressive high definition video data with resolution 720p and 30 frames per second [2].

-
Reliability 90 % to avoid massive artifacts in the video stream.

KPIs for set 2 relates to machine-centric video data analysis (e.g. for ultra-accurate position estimation etc.):

-
Latency less than [10] ms, excluding media encoding time of [x] ms and decoding time of [y] ms, to avoid additional buffer delays which will cause time- and space mismatch between shared video data.

-
Data rate 100 – 700 Mbps for computer vision based on raw video data transmission [27] (e.g. six cameras with resolution 1280 x 720, 24 Bit per pixel, 30 fps) to rely on vendors’ specific classifiers [28].

-
Reliability 99.99% [20] to avoid errors when applying algorithms for computer vision.

5.16.1.2
Pre-conditions
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Figure 5.16.1.2-1: Video data sharing for assisted and improved automated Driving (VaD)
-
Vehicles A, B, and C, and RSUs X and Y support 3GPP V2X communication service.

-
Vehicles A, B, and C, and RSUs X and Y support VaD application.

-
Vehicles A, B, and C, and RSUs X and Y are in communication range.

5.16.1.3
Service flows

-
Vehicle A announces VaD capability on the application layer through periodic application message exchange via 3GPP V2X communication service.

-
Vehicle B requests VaD application information from Vehicle A from message transfer via 3GPP V2X communication service.

-
Vehicle A transmits VaD application data periodically.

-
Vehicle B transmits VaD application message releasing from Vehicle A after having overtaken vehicle A or vehicle A stops to transmit data after a while.
-
RSUs X and Y announce VaD capability through periodic application message broadcast via 3GPP V2X communication service.

-
Vehicle C receives VaD application information from RSUs X and Y from message broadcast via 3GPP V2X communication service.

-
RSUs X and Y broadcast VaD application data, which may have been enhanced in some situations such as poor illumination or weather.
-
Vehicle C receives VAD application data RSU X broadcasts, and overtakes vehicle A.

-
Vehicle C receives VAD application data RSU Y broadcasts.
5.16.1.4
Post-conditions

-
Drivers are supported in rough terrains and aware of hazardous driving situations ahead.  

5.16.2
Potential requirements

KPIs for set 1:

[PR.5.16-001]
The 3GPP network shall enable communication between UEs with [10] Mbps data rate, less than [50] ms latency and [90] % reliability within a communication range of [100] m.

KPIs for set 2:

[PR.5.16-002]
The 3GPP network shall enable communication with up to [700] Mbps data rate, less than [10] ms latency and [99.99] % reliability within communication range of [500] m.
5.21
Teleoperated support (TeSo)

5.21.1
Description

5.21.1.1
General
While traffic safety as well as accident-free driving is the task of each connected autonomous vehicle, Teleoperated Support (TeSo) enables a single human operator to remotely control autonomous vehicles for a short period of time. TeSo enables efficient road construction (control of multiple autonomous vehicles from a single human operator), snow plowing e.g.

Remote control of vehicle (TeSo) has the following requirements on 3GPP network for V2X communication: 

-
End-to-End latency less than 20ms for fast vehicle control and feedback [34], [20]

-
25 Mbps Uplink for video, outside-vehicle video streams showing the lane situations around a vehicle, and sensors data sent from the vehicle and 1 Mbps downlink data rate for vehicle reception of application related control and command messages via 3GPP V2X communication service

-
Reliability of 99.999 %, necessary to avoid application malfunctions [34], [20]

5.21.1.2
Pre-conditions

-
Vehicle A is able to drive autonomously and coordinate driving manoeuvres via 3GPP V2X communication service.

-
Vehicle A supports TeSo on the application layer (out of 3GPP), it can be in a far end server or in a server hosted by another UE close or not close to the first UE, see Figure 5.21.1.2-1.
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Figure 5.21.1.2-1: TeSo concept description
5.21.1.3
Service flows

-
Vehicle A sends TeSo application messages (camera data, sensor data, status data, confirmation etc.) via 3GPP network to the remote operator.

-
Remote operator sends TeSo application command messages via 3GPP network to vehicle A.
5.21.1.4
Post-conditions

-
TeSo terminates 3GPP V2X communication service, if no further support from remote operator is needed

5.21.2
Potential requirements

[PR.5.21-001]
The 3GPP network shall enable communication between a UE and a server (e.g. far end server or a server hosted by another UE), to exchange messages to support [25] Mbps in uplink and [1] Mbps in the downlink direction with less than [20] ms end-to-end latency and [99.999] % reliability.
5.25
Video composition for V2X scenario

5.25.1
Description

This use case consists of multiple UEs supporting V2X application moving in an area. The UEs may belong to the same PLMN or different PLMNs. The UEs may also be camped in different cells.

Those UEs have a camera and they take a video of the environment, and send this video to a server. The server can be in the cloud or in the near the UE point of attachment (i.e., mobile edge compute (MEC)). The server/MEC will then post-process the videos received and combine the information in order to create a single video of the environment. The video can then be used for analysis in different scenarios, such as sharing the video with end-users in a car race, evaluation of possible accident by law enforcement, etc. The videos may also be supplied by RSUs when there are UEs not sufficient for the composition.
The UEs location and direction information, allows the server to accurately represent the location, relative speed and distance of vehicles, pedestrians, and any objects in that area. 

5.25.2

Potential requirements 

[PR.5.25-001]
The 3GPP system shall provide a mechanism so that a server outside the 3GPP domain is able to time-synchronize different videos received from different UEs, each UE having a maximum absolute speed of 250 Km/h.

[PR.5.25-002]
The 3GPP system shall support a data rate of [10] Mbps in the uplink per UE (to support 4K/UHD video).

[PR.5.25-003]
The 3GPP system shall support a mechanism for UEs to be able to calculate [50] absolute location fixes per second, with [TBD] meters of accuracy for each location fix. 

NOTE 1:
This requirement is to support 250 Km/h (69 meters per second), so 50 location fixes per second implies one location fix every 1.4 meters.
NOTE 2:
Video streams need to be temporally and spatially aligned for composition into a single video.
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