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	Other comments:
	When the changes are applied, the column “Jitter” in Table 7.2.2-1 also needs to be deleted.


7.2.2
Scenarios and KPIs
Scenarios requiring very low latency and very high communication service availability can be found below:
-
Motion control – Conventional motion control is characterised by high requirements on the communications system regarding latency, reliability, and availability. Systems supporting motion control are usually deployed in geographically limited areas but may also be deployed in wider areas (e.g., city- or country-wide networks), access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.

-
Discrete automation – Discrete automation is characterised by high requirements on the communications system regarding reliability and availability. Systems supporting discrete automation are usually deployed in geographically limited areas, access to them may be limited to authorised users, and they may be isolated from networks or network resources used by other cellular customers.
-
Process automation – Automation for (reactive) flows, e.g., refineries and water distribution networks. Process automation is characterized by high requirements on the communications system regarding communication service availability. Systems supporting process automation are usually deployed in geographically limited areas, access to them is usually limited to authorised users, and it will usually be served by private networks. 

-
Automation for electricity distribution (mainly medium and high voltage). Electricity distribution is characterized by high requirements on the communications service availability. In contrast to the above use cases, electricity distribution is deeply immersed into the public space. Since electricity distribution is an essential infrastructure, it will, as a rule, be served by private networks.

-
Intelligent transport systems – Automation solutions for the infrastructure supporting street-based traffic. This use case addresses the connection of the road-side infrastructure, e.g., road side units, with other infrastructure, e.g., a traffic guidance system. As is the case for automation electricity, the nodes are deeply immersed into the public space.
-
Tactile interaction – Tactile interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on tactile feedback.

-
Remote control – Remote control is characterised by a UE being operated remotely, either by a human or a computer.
Further analysis of the above scenarios is needed to determine specific KPIs for each. Until that analysis is complete, the following KPIs apply for very low latency and very high communication service availability
Table 7.2.2-1 Performance requirements for low-latency and high-reliability scenarios.

	Scenario
	End-to-end latency
(note 3)
	
	Survival time
	Communication service availability
(note 4)
	Reliability
(note 4)
	User experienced data rate
	Payload
size

(note 5)
	Traffic density
(note 6)
	Connection density
(note 7)
	Service area dimension
(note 8)

	Discrete automation – motion control
(note 1)
	1 ms
	
	0 ms
	99,999%
	99,999%
	1 Mbps

up to 10 Mbps
	Small
	1 Tbps/km2
	100 000/km2
	100 x 100 x 30 m 

	Discrete automation
	10 ms
	
	0 ms
	99,99%
	99,99%
	10 Mbps
	Small to big
	1 Tbps/km2
	100 000/km2
	1000 x 1000 x 30 m

	Process automation – remote control
	50 ms
	
	100 ms
	99,9999%
	99,9999%
	1 Mbps

up to 100 Mbps
	Small to big
	100 Gbps/km2
	1 000/km2
	300 x 300 x 50 m

	Process automation ‒ monitoring
	50 ms
	
	100 ms
	99,9%
	99,9%
	1 Mbps
	Small
	10 Gbps/km2
	10 000/km2
	300 x 300 x 50

	Electricity distribution – medium voltage
	25 ms
	
	25 ms
	99,9%
	99,9%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	100 km along power line

	Electricity distribution – high voltage 
(note 2)
	5 ms
	
	10 ms
	99,9999%
	99,9999%
	10 Mbps
	Small
	100 Gbps/km2
	1 000/km2

(note 9)
	200 km along power line

	Intelligent transport systems – 
infrastructure backhaul
	10 ms


	
	100 ms
	99,9999%
	99,9999%
	10 Mbps
	Small to big
	10 Gbps/km2
	1 000/km2
	2 km along a road

	
	
	
	
	
	
	
	
	
	
	

	Remote control
	[5 ms]
	
	TBC
	[99,999%]
	[99,999%]
	[From low to 10 Mbps]
	[Small to big]
	[Low]
	[Low]
	TBC

	NOTE 1: 
Traffic prioritization and hosting services close to the end-user may be helpful in reaching the lowest latency values.

NOTE 2: 
Currently realised via wired communication lines. 
NOTE 3: 
This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.
NOTE 4: 
Communication service availability relates to the service interfaces, reliability relates to a given node. Reliability should be equal or higher than communication service availability.

NOTE 5: 
Small: payload typically ≤ 32 bytes 
NOTE 6: 
Based on the assumption that all connected applications within the service volume require the user experienced data rate. 
NOTE 7: 
Under the assumption of 100% 5G penetration.
NOTE 8:     Estimates of maximum dimensions; the last figure is the vertical dimension.
NOTE 9:
In dense urban areas.

NOTE 10: 
All the values in this table are targeted values and not strict requirements. 
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