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Abstract: This document proposes a new requirement for connection density for the use case “massive wireless sensor network” in TR 22.804
Discussion

In sub-clause 5.3.8.5 Challenges to the 5G system, “large number of UEs per radio cell” is described as one of challenges to the 5G system. It means that the 5G system shall support a high UE or connection density. 
· Table 5.3.8.1-1 Typical monitoring service requirements shows “Node density” with 3 different scenarios. The values for node density on those scenarios are all 0,05 - 1 /m2.
· According to ITU-R M.2083-0, it is said that a connection density of up to 106 / km2 is expected to be supported, for example in massive machine type communication scenarios.
In the massive machine type communication scenario, high connection density is needed to support tremendous number of devices in the network that e.g. may transmit only occasionally, at low bit rate and with zero/very low mobility. A low cost device with long operational lifetime is vital for this usage scenario.
Proposal
A new requirement for the connection density (i.e. 106 / km2) is proposed to be added.
---------- Start of Change ----------
5.3.8
Massive wireless sensor networks

5.3.8.1
Description

Sensor networks aim at monitoring the state or behaviour of a particular environment. In the context of the Factory of the Future, wireless sensor networks (WSN) are targeting the monitoring of a process and the corresponding parameters in an industrial environment. This environment is typically monitored using various types of sensors such as microphones, CO2 sensors, pressure sensors, humidity sensors, and thermometers. In particular, these sensors usually form a distributed monitoring system. The monitored data, from such a system, is used to detect anomalies in the data, i.e., by leveraging machine learning (ML) algorithms. These algorithms usually require a training phase before a trained ML algorithm can later work on a subset of the available measured data. However, the training as well as the analysis of the data may be realised in a centralised or distributed manner. 

The placement of the monitoring function can be dynamic and thus, may vary over time to enable dynamic up- and down-scaling of computing resources. In particular, the placement may also be constrained by the available WSN hardware. Given rather simple sensing devices, the functionality needs to be placed into a centralised computing infrastructure such as a mobile data or data centre cloud. Opposed to that, functionality may be placed inside the sensor network, i.e., the sensing devices, with additional external computational resources. The computation is referred to as fog computing, multi-access edge computing (MEC), and cloud computing, see Figure 5.3.8.1-1, when sensor devices and gateways, gateways and edge cloud, and edge cloud and data centre resources are involved, respectively. A more local approach, e.g., fog computing or multi-access edge computing, is preferred over a more centralised approach in order to keep sensitive data in a fabrication site and keep the automated process independent of an internet connection.
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Figure 5.3.8.1-1: High level component view of a scalable massive sensor network. It may comprise a set of heterogeneous measurement-units, wirelessly connected to gateways, which in turn are connected to a computing infrastructure such as a micro data center (µDC). Other setups that contain grouped sensor devices are possible and may assist in reducing load on central instances.

Sensor networks facilitate the complex task of monitoring an industrial environment to detect malfunctioning and broken elements in the surrounding environment. An appropriate detection approach along with a classification of the anomaly can help choosing a countermeasure or proper action to take in case of predictive maintenance. Such actions can aid in improving the safety by automatically triggering a machine’s emergency stop in case of the detection of a critical problem. At the same time, production efficiency can be increased as machines can continue running in case the detected problem is not safety relevant and only disrupts service of some elements. 

Measuring the environment and propagating events may be realised in different scenarios. In the simplest scenario, which is the least scalable, the sensors propagate each newly measured value without any pre-processing, i.e., in a solely proactive scenario. A more advanced approach is to solely react to the environmental changes to reduce traffic, e.g., by only propagating events under certain circumstances whenever a value exceeds a certain threshold [33]. In such a case, each sensor keeps measuring data but only propagates it whenever it detects a relevant change in the environment. Depending on the hardware, the sensing device may also be able to pause any active handling (i.e., polling data from sensor) as long as the given threshold is not exceeded, e.g., by receiving an interrupt when the sensor itself measures a sudden significant change of the environment. Usually, active handling in such a case is triggered by a call back from the sensor or a (remote) control unit. This optimisation enhances the sensing devices durability by reducing its power consumption. The power consumption reduction is an important task in WSNs since sensors are often just equipped with a battery. Thus, the power consumption reduction has gained a significant momentum in the WSN research. Moreover, a lot of effort is put on specifying new messaging protocols to reduce overhead of messaging protocols while still maintaining a high reliability and low latency [34]. Additionally, the reduction of message generation, e.g., by analysing measurements in local groups has thoroughly been investigated.

The traffic patterns generated by the sensor network vary with the type of measurement and the aforementioned setup. Traffic patterns may arise in the form of self-similar and/or periodic patterns, i.e., the latter is usually the case in proactive setups. Moreover, low-bandwidth and high-bandwidth streams might be transmitted. Depending on the computational resources of the gateway(s), some pre-processing of the sensor data may reduce the network load, and with that, the uplink requirements.
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Figure 5.3.8.1-2: Sensor devices in star topology are connected to a local gateway (i.e., small cell), which provides connectivity to a base station.

Figure 5.3.8-2 depicts a massive sensor network deployment. A number of sensor devices are connected to a local gateway (small cell) which connects to a base station at the edge to the cloud network. Hence, the local gateway aggregates and forwards monitoring data. Also, while aggregating, the local gateway may pre-process the incoming data to reduce traffic load to the cloud and computational resource requirements on the cloud. A local gateway needs to dynamically handle the attachment requests and detachment events of sensor devices without disruption of the monitoring service. 
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Figure 5.3.8.1-3: Sensor devices in a mesh topology realising multi-hop connectivity to gateway (via edge devices).

Another topology for a massive sensor network is shown in Figure 5.3.8.1-3. Here, a set of sensor nodes is directly interconnected as a mesh, where one sensor nodes provides an uplink to the serving gateway (small cell). This reduces the number of locally deployed cells. In such a topology the sensor nodes may communicate just locally to reduce the load on more central instances such as gateways and cloud resources. 

In both topologies, star and mesh, a sensor node needs to perform a proper bootstrapping to connect to the network. It needs to be able to attach itself to the network automatically by attaching itself to a local cell or neighbouring mesh devices. Additionally, time synchronisation of sensor nodes, base stations, and gateways can enhance and ease monitoring. Time synchronisation in a massive sensor network may be realised in local groups, using the gateways or base stations. However, the bootstrapping of sensor nodes and the time synchronisation is out of the scope of this document.

Table 5.3.8.1-1: Typical monitoring service requirements

	Scenario
	End-to-end latency (note 1)
	Priority
	Data Update Time
	Communication service availability
	Connections per gateway
	Network scalability
	Node density
	Communication range per node

	Condition monitoring for safety
	5 – 10 ms
	Highest (=1)
	Up to 100 packets/second
	> 99,9999% -  99,999999%
	10 – 100
	> 100 – 1000 nodes
	0,05 – 1 /m²
	< 30 m

	Interval-based condition monitoring
	50 ms – 1 s
	Medium (=3)
	Up to 10 packets/second
	> 99,9% (note 2)
	10 – 100
	> 1000 – 10000 nodes
	0,05 – 1 /m²
	< 30 m

	Event-based condition monitoring
	50 ms – 1 s
	High (=2)
	Event-triggered
	> 99,9% (note 2)
	10 – 1000
	> 1000 – 10000 nodes
	0,05 – 1 /m²
	< 30 m

	NOTE 1:  This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.

NOTE 2: Missing/corrupt messages from single device may be tolerated as input from multiple devices is considered on detection of anomaly


Table 5.3.8.1-2: Example of data generation per sensor

	Measurement
	Sampling Rate in Hz
	Sample Size
	Data generation in kbit/s

	Temperature, humidity, pressure (note 1)
	182
	32 b
	~ 6

	Acceleration (note 1)
	2.000
	96 – 192 b
	192 – 384

	Audio (WAV) (note 2)
	50 – 192.000
	8 – 24 b
	2.4 – ~ 4.600

	Audio (MP3) [37] (note 3)
	50 – 192.000 (WAV)
	8 – 24 b (WAV)
	8–320

	NOTE 1: Values found in [35]; may vary with different hardware

NOTE 2: WAV is only a container; the pulse code modulation (PCM) [36] encoding is considered in this example.

NOTE 3: Variable bit rate option of MP3 is not considered. With a variable bit rate the data rate may be lower. Additionally, other encodings are possible as well.


Table 5.3.8.1-1 provides an overview of typical service requirements in condition monitoring. Condition monitoring for safety, i.e., monitoring which may result in an emergency stop, requires reduced delay and increased reliability to properly react in time. Thus, such a service might be operated as dedicated network.

Table 5.3.8.1-2 exemplifies salient properties of commercial off-the-shelf sensor nodes and the expected amount of data from a sensor device. The amount and type of traffic engendered by this generated data strongly depends on further processing of this data, e.g., compression of raw audio or local analysis, as well as on the implemented messaging protocol. The protocol overhead increases the amount of data due to additional headers, redundancy, and/or acknowledgement and retransmission mechanisms [34].

As provided in Table 5.3.8.1-2, an example for low traffic monitoring is thermal monitoring. Thermostats usually slowly adapt to temperature changes. Thus, a fairly low sampling rate is sufficient and a threshold based propagation mechanism can be used. Accordingly, the thermal monitoring may generate "bursty" traffic patterns with small data packets, since the measured data is typically a single integer or set of integers for a specific time frame. The audio sampling rate strongly depends on the application. For instance, a sampling rate of 50 Hz is only able to record a maximum frequency of up to 25 Hz, which is the lower bound of human hearing. For machine applications, sampling rates of 192 kHz with frequencies up to 96 kHz may be recorded, which can be easily beyond the human hearing range.

Audio monitoring is a typical application for a sensor network with high traffic demands. Audio sensors produce a continuous data stream per device of tens of kilobits per second, depending on the audio encoding and targeted frequency range. Some sensor nodes may not have the computational resources to pre-process the audio stream. This, however, would eliminate the possibility to realise a threshold based propagation mechanism. A typical monitoring system needs be scalable up to hundreds or thousands of sensor nodes with up to 100 wireless sensor nodes per gateway [38]. 

5.3.8.2
Preconditions

· Wireless devices are attached to local gateways

· Local gateways are connected to Cloud/MEC (via base station/wired)

5.3.8.3
Service flows

1. Sensing devices continuously send current sensor status to centralised computing instance for learning of the environment

2. After completion of learning, devices send

- Less data to centralised instance. A reduced data set is either pre-processed data or raw data which sent less frequently.

- Data to neighbouring sensor devices or local gateway for group/mesh processing of environmental state. Further processing may also be realised on MEC/Cloud.

3. An anomaly in the measurements, e.g., a rapidly rising temperature or an unusual scraping sound, is detected on either of

- Fog

- MEC

- Cloud

4. Detected event is propagated to factory’s controlling instance

5. Action is taken by controlling instance

5.3.8.4
Post-conditions

The proper action was executed that is optimum for safety and productivity (no operation/ machine stop/ warning) for given anomaly.

5.3.8.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Large number of UEs per radio cell

· High aggregate user experienced data rate 

· Local groups need to be formed; mesh topologies need to be realised

· Low-latency requirements combined with high reliability

· Automated attachment of UEs without services disruption for connected UEs

· Interfaces to allow programmability of gateways

· Packet prioritisation techniques to meet constraints for critical messages

5.3.8.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 8.1
	The 5G system shall support "bursty" and possibly internet-like self-similar traffic patterns from a massive set of devices


	T
	

	Factories of the Future 8.2
	The 5G system shall support high-bandwidth streams from a massive set of devices with a user experienced data rate of up to 100 Mbit/s
	T
	

	Factories of the Future 8.3
	The 5G system shall support user equipment (UE) mesh networks with multi-hop functionality
	A
	In order to build local sensor groups

	Factories of the Future 8.4
	The 5G system shall support the combination of the requirements "Factories of the Future 8.1" and "Factories of the Future 8.2"
	T
	

	Factories of the Future 8.5
	The 5G system shall support gateways with additional programmability to support multi-access edge computing (MEC) functionality
	A
	

	Factories of the Future 8.6
	The 5G system shall support automatic attachment (authentication and association) of previously unattached UE devices whilst providing service continuity for other UE devices in the network
	T
	

	Factories of the Future 8.7
	The 5G system shall optimise the energy consumption per bit sent on a UE device
	A/T
	

	Factories of the Future 8.8
	The 5G system shall support prioritisation of critical messages 
	T
	

	Factories of the Future 8.9
	The 5G system shall support a maximum end-to-end latency of 10 ms for critical messages (i.e., message from source to final destination, possibly multi-hop)
	T
	

	Factories of the Future 8.10
	The 5G system shall support a very high communication service availability (> 99,9999%) for critical messages
	T
	

	Factories of the Future 8.11
	The 5G system shall support a very high connection density of up to 106 connections per km2 (i.e. 1 per m2).
NOTE: Connection density is total number of connected and/or accessible devices per unit area (per km2).
	T
	


