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5
Use Cases
5.X
High performance Manufacturing 
5.X.1
Description

Multiple use cases in manufacturing apply sequence-control mechanisms with highly deterministic and periodic (or cyclic) message exchanges that have stringent requirements on latency, reliability and isochronism. The following use cases discussed in Communications for Automation in Vertical Domains (TR 22.803) fall into this category: 

· Motion control, 

· Control-to-control communications, 

· Mobile robots,

· Massive wireless sensor networks.

These use cases rely on industrial Ethernet for communications among the various nodes such as sensors, actuators, controllers, bridges and gateways. The Ethernet network might support different, use-case- or deployment-specific topologies such as ring, star, tree or mesh. From the Ethernet perspective, the various communications nodes group into end stations and bridges.

The Time-Sensitive Networking (TSN) framework establishes a set of specifications to meet the strict performance requirements of high performance manufacturing. For the present use cases, the following TSN features are relevant:

· Clock synchronization among all Ethernet nodes (IEEE 802.1AS, which leverages Precision-Time-Protocol PTP defined by IEEE 1588)

· Time-aware scheduling for hard real-time (RT) traffic (IEEE 802.1Qbv, integrated into IEEEE 802.1Q-2014)

· Frame pre-emption to manage coexistence of less performance-constraint traffic with hard-RT traffic (IEEE 802.1Qbu, integrated into IEEE 802.1Q-2014).

Network-wide Clock Synchronization
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Figure 1: IEEE 802.1AS clock synchronization
IEEE 802.1AS achieves network-wide clock synchronization by propagating a synchronization message with a timestamp generated by a grand master (GM) hop-by-hop across the network (Figure 1). Bridges receive time information on one port and propagate it on all other ports. In addition, the aggregate delay of the Synch message since departure from the GM is updated at each hop and forwarded, too. The update includes link delay, which is due to propagation across the link, as well as residence delay, which is due to processing inside the bridge. IEEE 802.1AS determines link-delay via an RTT-measurement on Ethernet layer, which leverages precise timing information from the underlying physical layer. 

The IEEE 802.1AS specification assumes that the link delay is symmetric and deterministic. In case it is not symmetric, adjustments have to be taken on lower layers to make it appear symmetric to IEEE 802.1AS.

Since the GM can reside on any node in the Ethernet topology, propagation of IEEE 802.1AS messages and delay measurements may have to be supported in both directions of the Ethernet link. 

Time-aware Scheduling


[image: image2]Figure 2: Example for time-aware scheduling with absolute time bounds 

Time-aware scheduling defined by IEEE 802.1Qbv introduces absolute, periodic time bounds to the data delivery for hard-RT applications (Figure 2). The traffic bounds are referenced to the transmitting node’s clock, which is also used by the hard-RT application. In this manner, hard-RT delivery guarantees can be met across the whole protocol stack. The periodic pattern of the time-aware schedule further matches the cyclic nature of the overarching manufacturing application. 

When network nodes are clock-synchronized via IEEE 802.1AS, time-aware scheduling can be extended over multiple hops. IEEE 802.1AS therefore represents a prerequisite for time-aware scheduling 

For the use cases defined in TR 22.803, resource reservation for hard-RT traffic typically spans time intervals between 500µs and 10ms.

IEEE 802.1Qbv also defines managed objects for Ethernet nodes to enable remote configuration of parameters associated with time-aware scheduling.  
Frame Pre-emption
Frame pre-emption defined by IEEE 802.1Qbu regulates the transport of lower-priority traffic in presence of time-aware schedules configured for hard-RT traffic. It introduces explicit solutions on Ethernet layer such as guard time intervals and frame interruption to circumvent the periodic traffic intervals reserved for hard-RT traffic. Frame pre-emption only considers resource partitioning in the time domain. It further assumes that lower layers lack autonomous frame-segmentation methods or are not aware of the time-interval boundaries configured. 

Integration of 5G into high-performance manufacturing

For incremental wireline-to-wireless migration in high-performance manufacturing, one can expect that individual wireline links or stars in the Ethernet network are replaced with 5G. From the perspective of the Ethernet network, the end-points of the 5G PDU-session align with the end points of the Ethernet link. Therefore, TSN specifications logically apply to the end-to-end PDU-session. 

As Ethernet nodes support managed objects for the configuration of time-aware scheduling, the corresponding enhancements for the configuration of time-aware scheduling for 5G are necessary.

5.X.2
Pre-conditions

An Ethernet network in a high-performance manufacturing location has mesh topology, where one or various links use 5G. The Ethernet network enforces TSN features defined by IEEE 802.1AS, IEEE 802.1Qbv and IEEE 802.1Qbu to support a set of coexisting hard-RT and lower-priority traffic classes. One Ethernet node runs a GM for clock synchronization.  Various links are configured to perform time-aware scheduling for a set of the hard-RT traffic classes. The Ethernet nodes interconnected by 5G PDU sessions have means to appropriately conduct clock synchronization across the 5G link. 

5.X.3
Service Flows
Periodically, synchronization messages are propagated by the GM throughout the Ethernet network. These messages may traverse the 5G links in either direction. The 5G technology ensures sufficiently accurate determination and propagation of link delay and residence delay.

Based on clock synchronization and time-aware schedules, hard-RT traffic propagates across the network without colliding with lower priority traffic. At the same time, lower priority traffic propagates in resource-efficient manner.

On the 5G links, forwarding of hard-RT traffic is conducted in compliance with the time bounds configured via time-aware scheduling. Further, lower-priority traffic is forwarded in resource-efficient manner across the 5G links, without impacting the stringent performance targets of hard-RT traffic. Hard-RT and lower-priority traffic may flow in both directions across the 5G links.

5.X.4
Post-conditions

The performance targets for hard-RT traffic are met. All hard-RT traffic frames can be delivered with expected reliability within the absolute time bounds configured. Further, remaining resources are efficiently used for transport of lower priority traffic. 

5.X.5
Potential Impacts or Interactions with Existing Services/Features

Clock synchronization

IEEE 802.1AS defines an explicit handshake on Ethernet-layer for determination of link delay, which relies on accurate frame departure and -arrival measurements on physical layer. The procedure assumes that link delay is symmetric and deterministic. These assumptions are not met for the 5G access link. The 5G access link, however, supports separate mechanisms to synchronize the frame boundaries between UE and gNB with high level of accuracy. These aspects may be considered in the adaptation of IEEE 802.1AS for 5G.

The achievable accuracy of access-link delay measurements depends on channel delay spread and the shortest-path measurement mechanisms applied. IEEE 802.1AS further supports a mechanism to determine relative clock drift between link end-points. Adaptation of this feature should also be considered for the 5G-links. 

Time-aware Scheduling
The concept of absolute cyclic time boundaries to scheduling should build on the existing QoS frameworks for delay sensitive traffic (e.g. voice) that is already available in3GPP. 

Frame Pre-emption
Frame pre-emption aims to accommodate lower-priority traffic together with hard-RT traffic by considering only the time domain. 5G also supports other dimensions such as the frequency or space, which allows simultaneous scheduling of different traffic classes. 

Frame pre-emption further builds on the assumption that lower-priority transmissions, once they have started, cannot be interrupted when higher priority data arrive. URLLC developed in Rel-15, for instance, is not bound to such a stringent paradigm. Hence, there might be opportunities for further optimization on the 5G access link.

5.X.6
Potential Requirements
[PR.5. X.6-001]
The 3GPP system shall support clock synchronization defined by IEEE 802.1AS across 5G-based Ethernet links with PDU-session type Ethernet.

[PR.5. X.6-002]
For the accuracy of clock synchronization across 5G-based Ethernet links, values below 1µs should be reachable.

[PR.5. X.6-003]
The 3GPP system shall support time-aware scheduling with absolute cyclic time boundaries defined by IEEE 802.1Qbv for 5G-based Ethernet links with PDU sessions type Ethernet.

[PR.5. X.6-004]
Absolute cyclic time boundaries shall be configurable for flows in DL direction and UL direction.

[PR.5. X.6-005]
The 3GPP system shall support coexistence of hard-RT traffic following a time-aware schedule and lower priority traffic. The lower priority traffic cannot have a performance degrading impact on the hard-RT traffic.
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