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4.2.3 Factory Automation environment

4.2.3.1
Description

Factory automation uses tight closed-loop control in applications such as industrial manufacturing, machine control, packaging, and printing. In these applications, a controller interacts with many sensor and actuator devices, located within a small area (up to 100 m x 100 m) [X1, X2]. This results in a high device density in the local network. Applications have high performance requirements such as low latency, high reliability, and deterministic delivery of messages. The combination of high density of devices and stringent performance requirements makes this meeting the demands of this environment challenging.

There is a desire to replace the wired links with wireless links in some scenarios, e.g., devices are mobile, cables need to go through hazardous areas, a rotating part in a machine needs connectivity. Further, providing wireless connectivity can enable rapid reconfiguration of a factory, which can yield improvement in productivity.
One of the fundamental aspects of this deployment scenario is that the existing controllers, switches, sensors, and actuators must be supported transparently by the communication medium. This means that the behaviour of any replacement to the existing transport system must emulate or support the features expected by the endpoints to replicate the functionality of the wired system.
4.2.3.2
Performance Requirements

Some closed-loop applications typically rely on deterministic and periodic communication, where the controller sends commands to sensors and actuators periodically and the devices respond within a short cycle time. Performance requirements for critical-communication use cases have been specified in [X2]. For example, for motion control, a cycle time of up to 2 ms is specified, which imposes a constraint of 1 ms on the delivery time. Further, a tight constraint of 1 s is specified for jitter. 

To achieve these requirements, LAN design requires careful design for medium access, scheduling, etc. To achieve stringent latency and jitter requirements, packet routing is done at OSI layer 2 (Ethernet) instead of the OSI layer 3 (IP). Other important requirements, e.g., communication service availability and communication service reliability, require additional design considerations. For example, redundancy schemes are designed to achieve extremely high communication service availability.
4.2.3.3

Networking Model

Most fieldbuses operate according to a reduced three-layer networking model. Figure 1 shows a comparison between the OSI reference model and a fieldbus reference model [X3, X4]. The fieldbus reference model has three layers – Physical Layer, Data Link Layer and Application Layer. All of the fieldbuses defined in IEC 61784 operate according to this model [X3]. In a reduced model, there are fewer interfaces between different networking layers, and therefore, delays due to passing information between the layers can be reduced. This model tends to make the implementation robust. Further, delays due to per- layer processing can be reduced [X4]. In a reduced model, network layer functionality can be implemented in either the Data Link Layer, or the Application Layer. For example, the Ethernet Data Link Layer can perform routing in a LAN.

[image: image1]
Figure 1: OSI and fieldbus reference model [X3, X4].
4.2.3.4

Network Topology

A typical factory network contains controllers, I/O devices, Ethernet switches, and network management and configuration servers. Figure 2 shows two examples of network topologies. 
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Figure 2: Network topology examples.
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