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Introduction

The European research initiatives RESERVE and SUCCESS analyse the challenges for future energy networks based on up to 100% renewable energy sources. Both three-year projects are financed and supported by the European Union in the H2020 framework, and involve industry partners from the energy sector (DSO and TSO), and leading universities in their fields. Ericsson is the consortium leader, and drives the investigations forward. 

In RESERVE, the key focus is on stabilisation of frequency levels, ie 50 Hz in European energy networks, to prevent AC grids from getting out of synch, or even network outages. The significant risk for instability is created by the involvement of highly variable energy resources, ie power from wind and solar sources. The second focus is on maintaining the voltage levels, such as 230V for a single phase, in the distribution networks. This is critical to protect user devices and interaction with other networks. 

In SUCCESS, the focus is on all aspects of security in future energy networks and their associated communication links. Energy systems are vital elements of the infrastructure in our society, and government regulations put very strict demands on all aspects of security to prevent any kind of threats and attacks on the power grids. 
The results from both projects are vital input to securing the widespread usage of 5G solutions for the future verticals in the energy network domain. 5G will prove to be the best solution for providing the industry with a fast, reliable and secure communications network that is easy to install, configure and modify. 
The requirements from time-critical control applications for future energy networks will contribute to the enhancement of 5G networks and its application in a business sector critical to all actors in society and business. 
Suggestion

It is suggested to include the use case “Energy Networks of the Future” in TR 22.804, including the new abbreviations, definitions and references.
References 

RESERVE - 
http://www.re-serve.eu/ 

SUCCESS - 
http://www.success-h2020.eu/ 

Deliverables from RESERVE 
All documents analyse aspects of future power networks with up to 100% RES. 

D1.2
Energy System Requirements 
Link: Requirements placed on energy systems on transition to 100% RES
D1.3 
ICT Requirements 
Link: Requirements placed on ICT for energy systems with up to 100% RES
D2.1 
Definition of Frequency under High Dynamic Conditions 
Link: Definition of frequency under high dynamic conditions
D4.5
5G Extended Functionality 
Link: 5G extended functionality development to support voltage and frequency control
There are further deliverables publicly available in the same folder. 
Link: http://www.re-serve.eu/deliverables.html
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3
Definitions, symbols and abbreviations

Editor’s note: Delete from the heading below those words which are not applicable. Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

automation: the automatic operation or control of a process, device, or system

NOTE 1: This definition is based on [10].

Aggregator: Service provider managing a system of electric generation units, storage systems, and load (consumers), with independent control and customer support in its own coverage area
communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 2: The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 3: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.

NOTE 4: This definition was taken from subclause 3.1 in [8].

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions

NOTE 5: Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 6: Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.

NOTE 7: This definition is based on [2].

end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination

NOTE 8: This definition was taken from subclause 3.1 in [8].

Editor’s note: Need to add definition of jitter.

Microgrid: Local grid, with own energy generation and power consumption; limited geographical area, typical example: power network for a university campus
Renewable Generators; Photovoltaic panels or wind turbines, energy generation unit
transmission time: the interval from a start event at the reference interface of a source until a stop event of the same transmission at the reference interface of a target

NOTE 9: Depending on the type of reference interface, the start event can be the transfer of the first bit of user data, the first byte, or a trigger event at a process interface. Respectively, the stop event can be the last bit of user data, the last byte or a trigger event of a process interface.

NOTE 10: This definition is based on [19].

update time: the interval from a start event at the reference interface of a target until a following stop event at the same reference interface

NOTE 11: Depending on the type of reference interface, the start event can be the transfer of the last bit of user data, the last byte, or a trigger event at the process interface of a consumer. 

NOTE 12: The stop event can be the last bit of user data, the last byte, or a trigger event of a process interface that can be referred to the following successful transmission of the same source

NOTE 13: This definition is based on [19].

vertical domain: a particular industry or group of enterprises in which similar products or services are developed, produced, and provided

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Tcycle
Cycle time of a cyclic data communication service

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

AGV
Automated Guided Vehicle

AR
Augmented Reality

CAN
Controller Area Network

C2C
Control-to-Control 
DMS
Distribution Management System
DSO
Distribution System Operator

EMS
Energy Management System
ERP
Enterprise Resource Planning

HD
High definition

GoA
Grade of Automation

QoS
Quality of Service

HMI
Human-Machine Interface
INV
Inverter, electronic power converter, with co-located communications and data processing unit
µDC

Micro Data Center 

MEC

Multi-Access Edge Computing

MES
Manufacturing Execution System

ML

Machine Learning

NRT
Non-Real-Time 

PCM

Pulse Code Modulation

PLC

Programmable Logic Controller

OT
Operational Technology

RT

Real-Time 
TSO
Transmission System Operator
VR
Virtual Reality

WSN

Wireless Sensor Network

***********   Suggested changes to chapter 5 ************
5.x
Energy Networks of the Future

5.x.1
Description of Vertical

5.x.1.1
Overview

The energy sector is currently subject to a fundamental change, which is caused by the evolution towards renewable energy, a very large number of power plants based on solar and wind power. These changes lead to bi-directional electricity flows and increasing dynamics of the power system. New sensors and actuators are being deployed in the power system to efficiently monitor and control the volatile conditions of the grid, requiring real-time information exchange. [X] [Y] 

5.x.1.2
Technical challenges of future energy grids 

· Energy generation by a huge number of decentralised local units. In larger markets, hundreds of thousands of devices need to be connected via 5G. 

· Many businesses and private homes connected to the energy network become prosumers, ie customers and producers of energy. They may also operate local energy storage systems. Their power system will be monitored and controlled by inverters, or electronic power converters, which communicate with other parts of the network. 

· Up to 100% of the energy will be produced from highly volatile, renewable resources, mainly solar, wind and, where available, hydro power. Solar and wind energy does not inject mechanical inertia into the local power grid, which will make keeping the frequency at a constant value much more difficult. 

· Control of voltage and frequency in distribution and transmission grids are the key challenges of future energy networks. These new procedures are still under development, and will require many economic, legal and ICT changes (apart from the modifications in the electrical grid). 

· Especially frequency control has tight requirements in terms of reaction time. 

The main goals of future energy networks include ―among others―the reduction of CO2 emissions by relying on renewable energy sources (RES), decentralisation of energy production, continuous matching of injected and outgoing energy levels, resource efficiency, cost efficiency, maximum security, and reliable provisioning of services to consumers. 

These improvements are important for addressing the needs of increasingly volatile and decentralised markets. A major enabler for all this are inter-connected communication systems and computing infrastructure, which interconnects control centres, substation automation units, energy storage systems, and power plants of all sizes in a flexible, secure and consistent manner.  

Today, the vast majority of communication technologies used in the energy sector are still wire-bound. This includes a variety of dedicated Industrial Ethernet and powerline solutions. These communication technologies are used, for example, for interconnecting sensors, actuators and controllers in an electrical network automation system. 

Nowadays, wireless communication is primarily used for connecting smart meters for customers of the power network. These meters only monitor the energy consumption of the connected facility. There was no need for wireless connectivity in the past, due to relatively static and long-lasting installation of the power grid equipment. In addition, this is because most existing wireless technologies fall short of the demanding requirements of industrial applications, especially with respect to end-to-end latency, communication service availability, jitter, and reliability. 

With the advent of future smart grids and 5G, however, this may change fundamentally, since only wireless connectivity can provide the degree of flexibility, mobility, versatility, and ergonomics that is required for the energy networks of the future. Thus, 5G may significantly contribute to revolutionising the way how electrical energy is monitored, stored, and controlled for the entire industry sector. 
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Figure 5.x.1.2 – 1: Overview of the different application areas of the vertical "Energy Networks of the Future".

In this respect, three different application areas can be distinguished, as shown in Figure 2.1.1.2‑1 above.  

5.x.1.3
Application Areas 

These areas can be briefly characterised as follows:

Primary Frequency Control with up to 100% RES: The focus of this application area is on the instant monitoring and control of the frequency in the grid. In frequency control, the grid can be a long-distance transmission network covering countries or large parts there-of, or short-distance distribution networks connecting local consumers and distributed producers of energy. Primary frequency control will ensure that a swift response on frequency variations is provided, while it may not lead to returning the measured frequency to the nominal, exact target value of 50 Hz (in Europe). Typically, primary frequency control will use decentralised or distributed control architectures allowing to take corrective actions swiftly on a local level. 

Secondary Frequency Control with up to 100% RES: The focus of this application area is the second, less time-critical correction of the frequency in the grid. Again, the grid can be a long-distance transmission network covering countries or large parts there-of, or short-distance distribution networks connecting local consumers and distributed producers of energy. Secondary frequency control will ensure that an accurate and lasting response on frequency variations is provided, and it shall return the measured frequency to the nominal, exact target value of 50 Hz (in Europe). Typically, secondary frequency control will use centralised control architectures allowing frequency control units to take corrective actions across all parts of the controlled power network. 

Distributed Voltage Control with up to 100% RES: The focus of this application area is monitoring and control of the voltage levels in distribution networks. Sensors located close to the electronic inverters in the local grid measure the impedance on the grid, and forward these values to a voltage control unit co-located with the secondary substation automation unit. The control unit analyses the impedance values and determines the need for corrective actions. The correction action is a target impedance value that is sent to the electronic inverters so additional energy can be injected into the grid, or electronic inverters may throttle the energy added by power plants or storage systems. 

A high-level overview of the communication links is provided in the following Figure 2.1.1.3‑1 below
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5.x.1.4
Major challenges and particularities

Major general challenges and particularities of the Energy Networks of the Future include the following aspects:

1. Utility-grade quality of service is required for many applications, with stringent requirements in terms of end-to-end latency, communication service availability, jitter, and determinism.

2. There is not only a single class of use cases, but there are several different use cases with a wide variety of different requirements, thus resulting in the need for a high adaptability and scalability of the 5G system.

3. Many applications have stringent requirements on safety, security (esp. availability, data integrity, and confidentiality), and privacy.

4. The 5G system shall support a seamless integration into the existing (primarily wire-bound) connectivity infrastructure. For example, the 5G-based solution shall allow to flexibly combine the 5G system with other (wire-bound) technologies in the same power network.

5. Most types of electrical equipment usually have a rather long lifetime, which may be 20 years or even longer. Therefore, long-term availability of 5G communication services and components is essential.

6. 5G systems shall support private operation within a local distribution grid, which are isolated from PLMNs. This is required by many distribution system owners (DSO) for security, liability, availability and business reasons. Nevertheless, standardised and flexible interfaces shall be supported for seamless interoperability and seamless handovers between 5G PLMNs and dedicated 5G systems.

7. The radio propagation environment in a building with energy generation or storage equipment can be quite different from the situation in other application areas of the 5G system. Inverters may be located in the basement of industrial buildings, where radio connectivity can be challenging. There is a significant risk that these buildings host a large number of—often metallic—objects in the immediate surroundings of transmitter and receiver, as well as potentially high interference caused by electric machines, power transformers, and the like.

8. The 5G system shall be able to support continuous monitoring of the current network state in real-time, to take quick and automated actions in case of problems and to do efficient root-cause analyses in order to avoid any undesired interruption of the production processes, which may incur huge financial damage. Particularly if a third-party network operator is involved, accurate SLA monitoring is needed as the basis for possible liability disputes in case of SLA violations.

5.x.2
Primary Frequency Control

5.x.2.1
Description

Primary frequency control is among the most challenging and demanding control applications in the utility sector. A primary frequency control system is responsible for controlling the energy supply injected and withheld to ensure that the frequency is not deviating more than 0.1% [check this value] from the nominal value of 50 Hz. 

Frequency control is based on having sensors for measuring the features in all parts of the network at all points where energy generation or storage units are connected to the grid. At these points, electronic power converters, also known as inverters, will be equipped with communication units to send measurement values to other points in the grid such as a frequency control unit, or receive control commands to inject more, or less, energy into the local network. 

With the widespread deployment of local generation units, ie solar power units, or wind turbines, hundreds of thousands of such units, and their inverters, may have to be connected in a larger power distribution network. Therefore, wireless communications based on high-performance 5G systems constitutes a promising approach. There are two key benefits of this solution:

1. Wirelessly connected devices, such as sensors, inverters, and control units, do not need cables and wirelines connections, thus reducing installation costs and maintenance effort. 

2. Devices can be connected and disconnected from the communications network without any effort or restrictions, or lengthy preparations, allowing for novel and swift set-ups. 

A schematic representation of a communications network for frequency control is provided in the figure below. The operation and maintenance staff in the distribution management system (DMS) will define rules and guidelines for frequency control which are forwarded to the automated frequency control units. In turn, the frequency control units return alerts, escalations and statistics to the DMS. Frequency sensors continuously monitor the current frequency values at their local points, they can share their values with the frequency control unit, which analyses and compares the incoming measurements, and takes corrective actions by instructing the inverters in the local grid to inject more or less energy into the local network. Note that frequency sensors and actuators (inverters) can be located on the same hardware device, and in this case, would only require one communication point. 

The format and contents of these messages will be defined for standardisation by EU regulatory bodies.  
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Figure 5.x.2.1 - 1 Schematic Representation of Frequency Control System in a Distribution Network
 
Primary frequency control shall be carried out in one of three available architecture options: 

1. Centralised control, all data analysis and corrective actions are determined by a central frequency control unit 

2. Decentralised control, the automatic routine frequency control shall be performed by the individual local inverter based on local frequency values. Statistics and other information shall be communicated to the frequency control unit, though. 

3. Distributed control, the automatic routine frequency control shall be performed by the individual local inverter based on local and neighbouring frequency values. Statistics and other information shall be communicated to the frequency control unit, though. 

Furthermore, there are many scenarios where specific devices (e.g., sensors or actuators) are added, activated, reconfigured, removed or deactivated while the overall control system keeps on running. The overall availability of the communications network, from an end-to-end point of view must be at least five Nines, and utility companies will demand that the total amount of planned and unplanned downtime is not more than 5.26 minutes per year. 

In order to increase the availability level of the system, elements of the communications network must have full redundancy and back-up units during times of upgrade or update procedures. 

5.x.2.2
Preconditions

All frequency sensors, actuators/inverters, the frequency control units, and the DMS are switched on and connected to the 5G system. Frequency control units can be implemented locally depending upon the power system network topology. The number of sensors, actuators/inverter, and other devices depends upon the power system network topology. 

5.x.2.3
Service flows

At regular, frequent intervals, the following steps are performed. For primary frequency control, the measurements are taken several times per second. 

1. The frequency control unit requests measurements from all sensors in its areas. 

2. 5.x.3 All sensors send the measurement values to the frequency control unit. 

3. The frequency control unit analyses and compares the incoming measurements, and determines if corrective actions are necessary. 

4. In that case, the frequency control unit instructs the inverters in the local grid to inject more or less energy into the local network. 

5. The inverters will return an acknowledgement signal after executing the changes required by the frequency control unit. 

All messages exchanged have to be properly secured (especially in terms of data integrity and authenticity) and the probability of two consecutive packet errors shall be negligible. This is because a single packet error may be tolerable, but two consecutive packet errors may lead to erroneous frequency correction commands, which may cause outages of parts of the local grid. This may cause significant financial damage. 

5.x.2.4
Post-conditions

The components controlled by the primary frequency control system have ensured that the frequency value is back to acceptable values. Note that this value may not yet be the exact nominal value of 50.000 Hz yet. Secondary frequency control is used to ensure that the entire grid is back to this nominal value. 

5.x.2.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Very high requirements on latency, communication service availability, and reliability.

· Very high requirements on clock synchronicity between different nodes.

· Transmission of rather small chunks of data, resulting in potentially significant relative overhead due to signalling, security, etc.

· Potentially high density of end devices, including sensors and actuators. 

5.x.2.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Frequency Control 2.1
	The 5G system shall support highly performant traffic with frequency measurement intervals in the order of 10 ms for a communication group of up to 100,000 UEs and payload sizes of approximately ~100 Bytes. 
	T
	

	Frequency Control 2.2
	The 5G system shall support highly performant traffic with transmitting measurements and control commands with an end-to-end latency in the order of ~50ms. 
	T
	

	Frequency Control 2.3
	The 5G system shall support local data processing and frequency control procedures close to the base stations of the radio network in order to minimise end-to-end latency, and increase reliability and privacy. 
	T
	

	Frequency Control 2.4
	The 5G system shall ensure that critical data traffic for power utilities is not disturbed by other traffic even at peak times of load on the user plane. 
	T
	

	Frequency Control 2.5
	The 5G system shall support data integrity protection and message authentication, even for communication services with ultra-low latency and ultra-high reliability requirements 
	T
	

	Frequency Control 2.6
	The 5G system shall support hot-plugging in the sense that new devices may be dynamically added to and removed from a frequency control application, without any observable impact on the other nodes.
	T
	


5.x.3
Distributed Voltage Control with up to 100% RES 

5.x.3.1
Description

In the evolution towards 100% RES, the objective of voltage control is to balance the voltage in future low voltage distribution grids connecting local loads and prosumers as well as energy storage facilities. The aim is to stabilize the voltage as local as possible, so that decisions and control commands can be issued as quickly as possible. 

The inverters, or electronic power converters, will measure the voltage and power, and will also change the amount of power injected into the grid, and connect and disconnect end-points from the distribution network. The communication flow from the regional voltage control centre of the DSO terminates at the inverter. 

Figure 2.1.3.1‑1: Decentralised Architecture for Voltage Control shows the communications network overview of a distribution grid, where the distributed voltage control is performed by voltage controllers co-located with the regional secondary substation units. These controllers receive impedance and voltage measurements from the inverters, analyse the data and take corrective actions by sending commands to the inverter end-points. 

The controllers will also communicate with the Distribution Management System (DMS), sending statistics, reports, and alerts to the operations centre, and receiving regulations and other updates from the centre. 

In the future, microgrids and aggregators may operate parts of the distribution grids, with independent voltage control. In this scenario, these new sector actors will exchange measurements, control commands, and other information with the supervising Distribution System Operator (DSO). 
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Figure 0‑1: Decentralised Architecture for Voltage Control
 

Distributed voltage control is a challenging and demanding control application in the utility sector. Consumer devices rely on having stable voltage levels to operate successfully. When future energy networks rely on thousands of local energy generation units relying mostly on solar and wind power, then it is crucial to stabilise the voltage levels in all segments of the distribution grid. 

With the widespread deployment of local generation units, ie solar power units, or wind turbines, hundreds of thousands of such units, and their inverters, may have to be connected in a larger power distribution network. Therefore, wireless communications based on high-performance 5G systems constitutes a promising approach. There are two key benefits of this solution:

1. Wirelessly connected devices, such as sensors, inverters, and control units, do not need cables and wirelines connections, thus reducing installation costs and maintenance effort. 

2. Devices can be connected and disconnected from the communications network without any effort or restrictions, or lengthy preparations, allowing for novel and swift set-ups. 

Distributed control means that the automated voltage control shall be performed by the local voltage control units based on local and neighbouring voltage and impedance values. Statistics and other information shall be communicated to the central DMS, though. 

Furthermore, there are many scenarios where specific devices (e.g., sensors or actuators) are added, activated, reconfigured, removed or deactivated while the overall control system keeps on running. The overall availability of the communications network, from an end-to-end point of view must be at least five Nines, and utility companies will demand that the total amount of planned and unplanned downtime is not more than 5.26 minutes per year. 

In order to increase the availability level of the system, elements of the communications network must have full redundancy and back-up units during times of upgrade or update procedures. 

5.x.3.2
Preconditions

All voltage sensors, actuators/inverters, the voltage control units, and the DMS are switched on and connected to the 5G system. Voltage control units can be implemented locally depending upon the power system network topology. The number of sensors, actuators/inverter, and other devices depends upon the power system network topology. 

5.x.3.3
Service flows

At regular, frequent intervals, the following steps are performed. For primary voltage control, the measurements are taken several times per second. 

1. The voltage control unit requests measurements from all sensors in its areas. 

2. All sensors send the measurement values to the voltage control unit. 

3. The voltage control unit analyses and compares the incoming measurements, and determines if corrective actions are necessary. 

4. In that case, the voltage control unit instructs the inverters in the local grid to inject more or less energy into the local network. 

5. The inverters will return an acknowledgement signal after executing the changes required by the voltage control unit. 

All messages exchanged have to be properly secured (especially in terms of data integrity and authenticity) and the probability of two consecutive packet errors shall be negligible. This is because a single packet error may be tolerable, but two consecutive packet errors may lead to erroneous voltage correction commands, which may increase the risk for outages of parts of the local grid. This may cause significant financial damage. 

5.x.3.4
Post-conditions

The components controlled by the distributed voltage control system have ensured that the voltage value is back to acceptable values.  

5.x.3.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· High requirements on latency, communication service availability, and reliability.

· Very high requirements on clock synchronicity between different nodes.

· Transmission of rather small chunks of data, resulting in potentially significant relative overhead due to signalling, security, etc.

· Potentially high density of end devices, including sensors and actuators. 

5.x.3.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Voltage Control 2.1
	The 5G system shall support highly performant traffic with voltage measurement intervals in the order of 10 ms for a communication group of up to 100,000 UEs and payload sizes of approximately ~100 Bytes. 
	T
	

	Voltage Control 2.2
	The 5G system shall support highly performant traffic with transmitting measurements and control commands with an end-to-end latency in the order of ~100ms. 
	T
	

	Voltage Control 2.3
	The 5G system shall support local data processing and voltage control procedures close to the base stations of the radio network to minimise end-to-end latency, and increase reliability and privacy. 
	T
	

	Voltage Control 2.4
	The 5G system shall ensure that critical data traffic for power utilities is not disturbed by other traffic even at peak times of load on the user plane. 
	T
	

	Voltage Control 2.5
	The 5G system shall support data integrity protection and message authentication, even for communication services with ultra-low latency and ultra-high reliability requirements 
	T
	

	Voltage Control 2.6
	The 5G system shall support hot-plugging in the sense that new devices may be dynamically added to and removed from a voltage control application, without any observable impact on the other nodes.
	T
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