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Abstract: In this contribution, we identify that information regarding a system state and thus the “urgency” of a message being transmitted, can be used by the network to schedule the resources for the message transmission. In other words, as the desired reliability for a message can vary dynamically, it is beneficial to support a means for an application function to dynamically provide such information to the 3gpp network. This use case is to be added into 22.804.
Discussion
In a control system, a controller receives measurements from one or more sensors and, based on the received measurements and the desired output, the controller makes a decision on what the actuator(s) should do and then sends a command to the actuator(s). This closed-loop control system is illustrated below. 
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Figure 1 - Closed-loop control in an automation system
Many control systems operate synchronously based on a periodic control cycle. Measurements (sent by the sensors) are usually periodic. This allows the controller to request the actuators to perform small adjustments in order to maintain the desired output response and a stable system. A stable system will be operating within a desired output response during a predefined time window. 

The reliability of the transmissions has to be very high: the measurements need to be received successfully and any commands sent to the actuator must also be received successfully, all within tight latency bounds. 

There are some processes (or plants) that may already be in a stable situation.  As an example, a robotic arm which performs a repetitive task (e.g. pick up a package), will require the arm to be positioned within a target area A at a given time window T. As long as the arm is within the target area A within window T, the system is considered stable. When the system is stable, commands to adjust the position of the arm may not be necessary. On the other hand, if the arm is outside the area at the target time window, the controller will request the actuator to move the arm toward the target area A, and such actions will have a high priority or urgency, and therefore the command sent requires a higher reliability from the network.

Therefore, the information regarding system state or the “urgency” of the message, or the desired reliability of the message transmission, can be used by the network to manage resources more efficiently by scheduling resources for each of the transmissions. Similarly, if the process or plant under control is stable, the data may not be as urgent, and the network can give less resources to the sensor device to send the measurements to the controller or to a command to keep the actuator at the same position. That means that the desired reliability for the message can vary dynamically, and if this information can be provided from the controller to the network, the network can use that information to optimize resource allocation. The alternative to adjusting the reliability dynamically is provisioning the system for the highest possible reliability required, which would require more resources and therefore reduce the network efficiency.
Thus, when the controller sends a message to the actuator, the controller can also send the required reliability, as it is aware of the state of the system. 

Proposal
5.3.x
Variable Message Reliability
5.3.x.1
Description
Many control systems operate synchronously based on a periodic control cycle. Measurements (sent by the sensors) are usually periodic. This allows the controller to request the actuators to perform small adjustments in order to maintain the desired output response and a stable system. A stable system will be operating within a desired output response during a predefined time window. 

The reliability of the transmissions has to be very high: the measurements need to be received successfully and any commands sent to the actuator must also be received successfully, all within tight latency bounds. 

There are some processes (or plants) that may already be in a stable situation.  As an example, a robotic arm which performs a repetitive task (e.g. pick up a package), will require the arm to be positioned within a target area A at a given time window T. As long as the arm is within the target area A within window T, the system is considered stable. When the system is stable, commands to adjust the position of the arm may not be necessary. On the other hand, if the arm is outside the area at the target time window, the controller will request the actuator to move the arm toward the target area A, and such actions will have a high priority or urgency, and therefore the command sent requires a higher reliability from the network.

Therefore, the information regarding system state or the “urgency” of the message, or the desired reliability of the message transmission, can be used by the network to manage resources more efficiently by scheduling resources for each of the transmissions. Similarly, if the process or plant under control is stable, the data may not be as urgent, and the network can give less resources to the sensor device to send the measurements to the controller or to a command to keep the actuator at the same position. That means that the desired reliability for the message can vary dynamically, and if this information can be provided from the controller to the network, the network can use that information to optimize resource allocation. 
The alternative to adjusting the reliability dynamically is provisioning the system for the highest possible reliability required, which would require more resources and therefore reduce the network efficiency.
5.3.x.2
Preconditions

A robotic arm performs a repetitive task to pick up a package. 

The system is considered stable if the robot’s arm is positioned within a target area A at a given time window T.
The control system operates synchronously based on a periodic control cycle.  

5.3.x.3
Service flows

The robot’s sensors report measurements to the application function (controller) in an application server outside the 3GPP domain. 

The application function recognizes that the system is stable and the robot’s arm is within the target area A within time window T. 

The application function sends a command to the actuator in the next cycle. As the system is stable the application function informs the 3GPP network that the message reliability can be relaxed. 

5.3.x.4
Post-conditions

The message is sent with lower reliability.
5.3.x.5
Challenges to the 5G system
New interface definition needed between 3GPP network and application function.
5.3.x.6
Potential requirements
The 3GPP system shall provide means for an application function outside the 3GPP domain to request specific reliability for each (set of) message(s) transmitted.
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