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	Reason for change:
	SA1 should give realistic range of expected perfomances to Stage2/3 in order to avoid mistakes, in particualar for mass adoption of bandwidth-hungry mobile immersive services. This will avoid that the system performance collapses due to underestimated resourse needs.  
We consider that the user data rate value currently proposed at 250 Mbps is 12 times smaller than what would be really needed to support Virtual Reality (VR)/Augmented Reality (AR) with a given motion-to-photon latency of 7-15ms considered in SMARTER TS text.  In particular, we consider that the support of VR/AR requires user experienced data rates of order 3 Gbit/s as stated e.g. in the recent VR/AR IETF performance study [1], the white paper [2], CAV TR [3], the research [4] (e.g. estimated with a frame rate ≥ 60 Hz, Full HD 1920 x 1080 resolution and at least 24-bit color depth [3]). 
This is mainly to avoid that the user get sickness after some time: the displayed images have to timely follow any movements of the camera in the AR/VR device (which may be caused by any movements of the person wearing the AR device). Therefore, any data treatment which would delay the data transfer is not desirable so compression of the video stream from the AR device to the image processing server and back should be avoided in order to reduce the overall processing latency.   

	
	

	Summary of change:
	It is proposed to increase the currently proposed data rate value as we think it is important to provide to stage 2/3 a more realistic value.

It is in addition proposed to eliminate brackets for this KPI value if this is agreeable by SA1 floor.
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	Underestimated KPI value for VR data rate does not give a realistic picture of what is coming.
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* * * Start of 1st change * * * 

7.2.3
Other requirements

Audio-visual interaction is characterised by a human being interacting with the environment or people, or controlling a UE, and relying on audio-visual feedback. In the use cases like VR and interactive conversation the latency requirements include the latencies at the application layer (e.g., codecs), which could be specified outside of 3GPP.
To support VR environments with low motion-to-photon capabilities, the 5G system shall support:

-
motion-to-photon latency in the range of 7-15ms while maintaining the required user data rate of 3Gbps and
-
motion-to-sound delay of [<20ms].

NOTE: 
The motion-to-photon latency is defined as the latency between the physical movement of a user's head and the updated picture in the VR headset. The motion-to-sound latency is the latency between the physical movement of a user's head and updated sound waves from a head mounted speaker reaching their ears.
To support interactive task completion during voice conversations the 5G system shall support low-delay speech coding for interactive conversational services (100 ms, one way mouth-to-ear).
* * * End of 1st change * * * 
References:
[1]. L. Han, K. Smith, Problem Statement: Transport Support for Augmented and Virtual Reality Applications, IETF, Internet Congestion Control Research Group, March, 2017
[2]. Whitepaper on the VR-Oriented Bearer Network Requirement, 2016.

[3]. 3GPP TR 22.804 ‘Study on Communication for Automation in Vertical Domains’, V0.2.0, August, 2017.
[4]. S. Mangiante et al. VR is on the Edge: How to Deliver 360° Videos in Mobile Networks, in proceedings of VR/AR Network ’17, Los Angeles, CA, USA, August, 2017. 
