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------------------------------------- START OF PROPOSED CHANGES -------------------------------------

Start of Change 1

5.X.9
Remote Access and Maintenance
5.X.9.1
Description

Remote Access and Maintenance is a key motivation for looking beyond conventionally wired device networks in automation. Typical industrial networks are isolated from the Internet and often based on very specific protocols. In such industrial networks (peer-to-peer communication links between just two devices, fieldbus with multiple devices and controllers, LAN or WLANs), a remote access is often possible already today, but requires gateway functionality at any transition of the automation pyramid between bus systems, as shown in Figure 5.X.9.1-1. A mapping of data formats, addresses, coding, units, and status is required for a remote access to device data going down the automation pyramid, which comes along with a huge engineering effort. This data mapping implemented in the gateway(s) is quite static and is not suitable for a flexible access on event-based conditions rather than a permanent connection and data exchange, e.g. reading the device revision in case of a diagnostic event.
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Figure 5.X.9.1-1: Remote access to field devices in existing systems through controllers 
via gateways at each transition point of the automation pyramid.
Remote Access and Maintenance scenarios apply to

· Devices which already have a “cyclic” connection through a communication service for transmitting data regularly. This ad-hoc communication might be requested by the same end device and just runs in parallel from time to time.
· Devices which act almost autonomously, i.e., they have local computing power to run algorithms like measurement and data analytics, but they do not have a regular, cyclic connected communication service.

· Devices which have local personnel to interact with, such as a machine or even a car. A remote connection could be requested during a service case or if the local operator needs remote assistance.
· Devices which sleep most of the time and which should be woken up by establishing a connection via a dedicated wireless network.

A special sub-set of remote accesses is when the partner is a mobile device (geographically) near the device instead of a service far away from the device. The device might not differentiate if it is accessed remotely or “locally” via the 5G network. Use cases described here would be the same from the device’s point of view. A remote user would expect to parse a list with devices and have them organized in trees. A local operator has the intention to “talk with the device in front of him” instead of walking through a list of 10,000 devices installed at this plant. There should be means to automatically discover which 5G devices belonging to a certain group (e.g., all 5G devices installed in a process plant) are in the immediate vicinity of a local operator and to provide the user with a list of all those 5G devices. 
Another use case is the inventory of devices and periodic readouts of configuration data, event logs, revision data, and predictive maintenance information. This is often called “asset management”, and tools for collecting and displaying data from many connected devices are called “asset monitors”. Such a system may work autonomously (set of configured periodical checks) or it is interacting with a user (“show me status of this device”). A remote diagnostic system might be connected to many or all devices of a certain plant or location. A remote diagnostic system might be connected to many or all devices the operator is responsible for. A remote diagnostic system could also run as a device vendor’s service to maintain all devices independent of the device owner (plant, location).

There exist many protocols for reading and writing data to smart devices. Some of these protocols are standardized and many others proprietary. Assuming an IP-capability of a 5G system, it should be possible to either use

· Standardized IP-based protocols (such as OPC UA, ModbusTCP, HARTip)

· Pack non-IP-based protocols into IP-frames in a proprietary way. This can be inside standardized protocols such as http (port 80) or proprietary IP-based protocols (device specific ports)

· Proprietary IP-based protocols (device specific ports)

Communicated data could be of any kind from single bytes, longer telegrams of a few kilobytes to continuous streams. Volume applications are expected with power and memory limited devices. The full range from power-optimized applications on the one end to high performance real-time data on the other end should be covered.


Remote access to a device may happen at any time (in case the user does authorize). So the remote access shall be non-reactive to other communication in the 5G network and operation and performance to other devices. Remote access should have impact only on the contacted device. Prioritized traffic mechanisms may solve the problem to not violate configured real time conditions when upgrading a firmware of a device in the same network.

The trigger to remotely access a device may come from the device itself, based on a certain event or condition. In this case, a device initiates a connection to another (known) device and submits data which alerts a service to read / write specific data from / to that device. 

A major concern associated with remote access and maintenance is the potential vulnerability of devices in terms of cyber security. Most classical wired communication protocols in industry do not consider any cyber security relevant scenarios. Physical access to devices and networks is almost restricted to skilled and authorized personnel. Furthermore, protocols are not widely used outside these specific industries and so the knowledge is kept to a limited community of specialists.

Users might want to block a device for any remote access, others might restrict access to only read data or just parts of data, such as operating hour meter, but no configuration data. Some restriction levels might be specific to the device and as such not standardized. Those restrictions should be fully transparent to the lower communication layers (5G in this case). A basic set of restriction levels are expected from 5G, what could be an adoption of existing mobile communication standards,

Electronic industrial devices do have a typical life cycle between 5 and 25 years. Customers expect old devices to remain accessible during this time with (at least) the same functionality that was provided when they were installed. Installations in process industry and factory automation are continuously extended and changed, so new devices are operated in parallel to old ones.
5.X.9.2
Preconditions

· Device is connected to the 5G network

· Service tool (asset management system or asset monitor) is connected to the 5G network via a gateway

5.X.9.3
Service flows

An example service flow may look as follows:

(1) Device detects a condition that “call for maintenance” is required and sends a message to a predefined address, i.e., that of the asset management tool OR an asset management tool opens a connection to the device.
(2) The tool checks device type and identity (starting with 5G information elements, going further down to device, customer, location specific information)
(3) The tool reads / writes data from / to the device. This could be a few bytes, new firmware, or read real-time monitoring data. This is done for a limited time.

(4) The tool closes the connection to the device

5.X.9.4
Post-conditions

The maintenance case has been successfully completed.
5.X.9.5
Challenges to the 5G system
Special challenges to the 5G system associated with this use case include the following aspects:

(1) “Unconfigured”, sporadic network load, i.e., remote access injects traffic at a time not known during network setup.
(2) Sporadic network traffic with a particular device must not disturb configured and already running communication

(3) Low power operation of devices, i.e., long time periods without any communication but always ready to receive a request (or to open a session, link etc.)

(4) Compatibility for > 25 years. Compatible means here that a device can be used in a 5G network for 25 years or more with the same or more functionality as during its initial setup (installation).

5.X.9.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 9.1
	Spontaneous connection to a device in a 5G network initiated by a remote service shall be supported.
	T
	

	Factories of the Future 9.2
	Spontaneous connection to a service connected to a 5G network initiated by a 5G device shall be supported.
	T
	

	Factories of the Future 9.3
	Spontaneous connection and associated data traffic must not disturb other communication running through the 5G network
	T
	

	Factories of the Future 9.4
	The 5G system shall be able to classify data as RT (real-time) and non-RT.
	T
	RT data transmission (either regular / cyclic or sporadic/burst) might need prior configuration. 

	
	
	
	

	
	
	
	

	Factories of the Future 9.5
	The 5G system should support the automated discovery of 5G devices belonging to a certain group (for example all 5G devices installed in a process plant) in the immediate vicinity of a user (radius of about 20m around the user) and provide the user with a list of all detected 5G devices. 
	A
	This is required in case a person (e.g., a service technician) without prior knowledge of the plant wants to connect to a certain device he/she is seeing (e.g., a valve). One could think of using a label as a simple alternative, but since the device to connect to may not be directly accessible due to pipes, etc. around it and since it may not be possible to read a label anymore after some time due to dirt, desaturation, etc., the described automated discovery service would be a nice feature for the given use case.

	Factories of the Future 9.6
	A 5G system shall support IP addressable devices.
	T
	

	Factories of the Future 9.7
	A 5G system shall allow to use standardized and proprietary IP-based protocols
	A/T
	Not supported standardized protocols shall be explicitly listed.

	Factories of the Future 9.8
	5G networks shall provide backward compatibility for > 25 years at the user equipment level.
	T
	Installed devices shall be accessible through the 3GPP network for a long time, even when the network standard further evolves.


End of Change 1

Start of Change 2

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

RT

Real-Time
End of Change 2
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