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Abstract: This discussion paper presents the vision of “5G-MiEdge”, a EU-Japan co-funded collaborative research project, on which are the most relevant 5G use cases for the forthcoming Tokyo 2020 Olympics. Two of the main new technology enablers for forthcoming 5G networks, i.e. Mobile Edge Computing and millimeterwave access, are particularly taken care of. The proposed scenarios and use cases here presented derive from the work of a total of eight partners, including network operators, equipment and technology providers, research centers and academics.

More info on the projects can be found at “5g-miedge.eu”.
1 5G-MiEdge Vision

The 5G-MiEdge (Millimeter-wave Edge Cloud as an Enabler for 5G Ecosystem) project [1] is a collaborative research endeavour, co-funded by the European Union and the Japanese government. The project is run by a consortium composed of the following partners:

· Universities: Sapienza University of Rome (IT, project technical manager), Tokyo Institute of Technology (JP);

· Research centers: Fraunhofer Institute for Telecommunications - Heinrich Hertz Institute (DE, Project coordinator), Commissariat a l’Energie Atomique (FR);

· Large companies: Intel (DE), Panasonic Corporation (JP);

· Operators: Telecom Italia (IT), KDDI Research (JP).

5G-MiEdge has the ambitious goal of contributing to the realization of a 5G cellular network infrastructure in Berlin and Tokyo, through concept validation of advanced and novel 5G technology components. The project will demonstrate the benefits of a first 5G implementation by combining mmWave edge cloud, liquid RAN control-plane, and user/application centric orchestration. The final target of the project is to demonstrate a 5G testbed in the city of Berlin (5G Berlin Testbed) and at Tokyo 2020, the 2020 Summer Olympics.

In the attempt to cluster the large variety of use cases and scenarios to be supported by the new 5G system into a manageable number of categories, three major clusters - as shown in Figure 1 - are the current basis for discussion in research and standardization bodies:

· Enhanced Mobile Broad Band (eMBB), targeting mainly higher area capacity;

· massive Machine Type Communication (mMTC), targeting massive number of devices;

· ultra-Reliable and Low Latency Communication (uRLLC), targeting a wide range of applications enabling the so-called Tactile Internet and Industry 4.0 services.
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Figure 1: the three key use cases of 5G, as defined for IMT2020.

In addition, looking beyond the current scope of work in the three clusters mentioned in Figure 1, new applications and services can be envisioned requiring a combination of ultra-High-Speed and Low Latency Communication (uHSLLC), which will require new technology components to be combined in a holistic approach, see Figure 2.
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Figure 2: New use case challenges targeted in 5G-MiEdge project.

The three main application categories in Figure 1 are characterized by different KPIs, therefore designing a common platform satisfying such diverse requirements is one of the biggest challenges of 5G. At the access stratum level, 5G builds on a significant increase of system capacity by incorporating massive MIMO techniques, dense deployment of radio access points, and wider bandwidth, all of these enhancements being facilitated by the use of mmWave communications. However, the improvements achievable at the access stratum will still be insufficient to meet the challenging new 5G requirements. 

Therefore, to provide a common and efficient platform serving such different applications, 5G foresees a paradigm shift that puts applications at the center of the system design. Virtualization of network functionalities and mobile edge computing (MEC) are the key tools of this application-centric networking. The goal of MEC is to bring cloud-computing capabilities, including computing and caching, at the edge of the mobile network, within the Radio Access Network (RAN), in close proximity to mobile subscribers. Mobile edge applications run as virtual machines on top of a virtualization infrastructure provided by the mobile edge (ME) host.

The main goal of 5G-MiEdge is to design, develop and demonstrate a highly innovative 5G architecture, with its associated novel signaling and functionalities, which manages to smartly and smoothly combine mmWave access/backhauling with MEC, as well as delivering IT services with very low latency and/or high reliability, when and where required. To achieve this goal, 5G-MiEdge proposes a newly defined ultra-lean and inter-operable control-signaling plane, called liquid RAN C-plane, where liquid stems from its capability to enabling services and connections able to follow and adapt to users’ needs, like a liquid adapts to the form of its container.
Focusing on the use cases and scenarios in need of the 5G Phase 2 uHSLLC, 5G-MiEdge targets the Tokyo 2020 Olympic Games as a short term venue to demonstrate the feasibility of the overall novel concept, combining high speed mmWave communication with MEC.
1.1 5G-MiEdge Specific Use Cases for uHSLLC

5G-MiEdge leverages on three main technologies to fulfil the project use cases targeting uHSLLC, as shown in Figure 3 and broadly discussed in [2] and [3].
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Figure 3: uHSLLC use cases (left) and key technologies (right).

The Stadium: characterized by an extremely high user density and co-channel interference, which requires specific antenna design and advanced signal processing. Additionally, AP deployment is dimensioned to deal with major entertainment events, which likely attract thousands of people. Nevertheless, when the stadium is not overcrowded, service requests may vary a lot and capacity at both access and backhaul might be underused. Self-organising cognitive mechanisms based on adaptation and learning are then required to adjust the network configuration to the load variations. 

The Office: A large portion of mobile traffic is nowadays originated from indoor users. Deployment of indoor APs is an efficient solution to deal with such unfavourable propagation environment (outdoor to indoor loss), by reducing the gap between service providers and terminals. In offices, stationary or slow-mobility users likely access cloud services (up-/down-loading files from/to the office cloud server) and virtual reality applications that enable, through the exchange of high-resolution 3D data, real-time interactions among people located in remote offices. Accordingly, the main challenges of this use case are to provide enough capacity to support these applications and to strongly limit the energy consumption during lightly loaded periods (e.g., lunchtime).

The Train / The Station: A significant number of users access mobile networks when in public transportation, where, due to the lack of dedicated infrastructure and unfavourable propagation losses, very limited wireless services is experienced. This use case is characterized by a dedicated architecture where data/applications are proactively stored in relays and instantaneously transferred to the nodes mounted inside the vehicles, so to provide continuous coverage and low latency broadband services, such as gaming and HD video streaming.


Table 
1 provides target values of the selected KPIs for each of the 5G-MiEdge uHSLLC use cases.
Table 1: 5G-MiEdge uHSLLC use cases and associated preliminary KPI requirements

	
	Peak data rate [Mbps]
	Latency

[ms]
	Area traffic capacity

[Tbps/km2]
	Reliability,

Availability


	Cost efficiency
	Energy efficiency
	Connection density

[user/km2]

	Stadium
	DL: 25 

UL: 50
	10
	DL:3.75

UL:7.5
	95%

95%
	100x vs. LTE-A
	>100x vs. LTE-A
	150,000

	Office
	DL:1000 UL: 500
	10
	DL:15

UL: 2 
	99%

99%
	100x vs. LTE-A
	>100x vs. LTE-A
	75,000

	Train Station
	DL:50 UL:25
	10
	DL:0.1

UL: 0.05 
	95%

99%
	100x vs. LTE-A
	>100x vs. LTE-A
	2000 (500 users per train)


In the following we provide a broader overview of all the use cases identified as of interest for the technologies worked on in the 5G-MiEdge project.

2 5G-MiEdge Use Cases

5G-MiEdge proposes five use cases that best show the need and the benefits of merging MEC- and mmWave-based technologies, namely

1) Omotenashi services;
2) Moving hotspot;
3) Tokyo 2020 Olympic Games;
4) Dynamic crowd;
5) Automatic driving.
In the following, each use case is detailed and linked to relevant scenarios that best exploit its advantages. In each use case, the technical challenges that can be overcome via the joint use of mmWave and MEC technologies are explained.

It is worth to stress, that only a subset of these use cases and the associated scenarios will be demonstrated at the end of the project. This subset will be chosen in the course of the project so to better reflect the advantages and the improvement of this technology.
2.1 Omotenashi services 

Omotenashi is the Japanese style of hospitality. Its goal is to make the customers who come to Japan have fun and feel satisfied by providing a service adjusted to their needs. On the way to their destination, visitors may need to wait for a while on many occasions. For instance, tourists normally arrive at the airport two hours prior to departure of their flights. After check-in, they go shopping, eat food, etc. and then they continue to the waiting area at the departure gate. 

When tourists arrive at an airport or a station, they often download large volumes of content, such as tourist information, 3D virtual tour videos and games, before they leave for their next destination. They can enjoy these downloaded contents in flights/trains/buses without worrying about availability of a high-speed network connections.  In summary, Omotenashi services in 5G-MiEdge aim to offer ultra-fast wireless connection so that the visitors to Japan can enjoy high quality services such as video download, 3D virtual tour (VR), games etc. without suffering from throughput limitation.

2.1.1 Omotenashi specific applications

(a) Ultra-high-speed content download in a dense area: people download large volume contents while staying in a waiting area. The maximum data size of the contents will be around 2 GB, which corresponds to a compressed two hour HD movie.
(b) Massive video streaming: people may watch 3D virtual tour, shopping promotion clips and 4K/8K videos, at their own preferred time. The challenge is to provide different videos for multiple users in the same location at the same time. The data rate requirement depends on the quality of the video, but it is typically in the range of 15-50 Mbps, assuming a highly compressed video for a smartphone/tablet.
2.1.2 Scenarios Description

The Airport

At the airport, there are several places for the passengers to visit or stay before their departure. Typical examples are waiting areas at the departure gates, airport lounges, retails, and restaurants.

In Tokyo area the two primary airports, Haneda international airport and Narita international airport, in 2016 handled 80 million passengers and 39 million passengers in 2016 respectively. The density of travellers in these areas varies depending on the flight schedule or the season. We consider an example where chairs are placed side-by-side, with a density of about 400 seats within 600 m2. 

The capacity of airplanes also varies depending on airline companies, routes etc., but there are typically around 300 seats in widely used airplanes such as Boeing 767 and Airbus A340. Therefore, it can be assumed that about 300 passengers wait at the waiting area at boarding announcement.

The Train Station

The E231-500 is the typical commuter train operated on Soubu line, which is passing by the main stadium of Olympic game. The train formation has 10 cars, each 20 m long. The capacity of passengers is about 1.500 at 100% ride rate. The nearest train station, Sendagaya, has a platform about 5 m wide with two tracks, east bound and west bound. During rush-hour, the ride rate goes up to 200%. Assuming 10% of passengers get on/off the train, 600 passengers may wait for coming trains, which is assumed as the most congested situation at the train station.

The Shopping Mall

In shopping malls there are many places crowded with many people. One of the typical examples is a food court. We consider one that occupies 680 m2 with 450 chairs. Therefore, it can be assumed that the population density is similar to the waiting area at the airport.
2.1.3 Added value of mmWave and MEC Technologies

Since waiting areas are highly crowded, the network system needs to provide sufficient throughput even in such a dense populated environment. In order to achieve ultra-high-speed throughput, the system combines mmWave access with MEC, which brings computation and storage at the edge of the network. In particular, MEC enables to pre-fetch the most popular or requested contents to the local edge server in order to prevent backhaul congestion. Furthermore, running analytics on the MEC servers makes it possible to learn, locally, which are the most popular contents across time, such as breaking news, etc., in order to optimize the pre-fetching step.

The use of mmWave access also provides highly directional signal characteristic, which is suitable for avoiding interference in the dense area. 

Since communication distance of mmWave access is relatively limited, it is reasonable to expect users to approach a dedicated download spot (like a mobile KIOSK) at initial launch of the download service. As the download service becomes popular, multiple mmWave APs will be adopted to extend the area coverage and offer better user experience. The orchestration of these multiple mmW APs will be facilitated by the presence of MEC servers.
The mmWave shower is another possible different approach, which is discussed further down in the stadium gate use case.
2.2 Moving Hotspot 

A moving hotspot describes a wireless communication system for passengers making a potential long trip on train/bus/airplane. Moving hotspots require wireless link as a backhaul due to the mobility of train/bus/airplane. Therefore, it is required to have communication measure for synchronizing and sharing contents between the local server on train/bus/airplane and service servers in the cloud while stopping at train station/bus stop/airport or while passing some spots on the routes.

2.2.1 Moving hotspot specific applications

(a) Entertainment contents download: Passengers in flight/train/bus can download large volume contents, such as video and games which are stored in the local (edge) content server. The downloaded contents are pre-fetched to the station/airport/bus-stop based on the users’ request history and their locations, and then they are transferred to the local server in the flight/train/bus while stopping at the station/bus-stop/airport and so on. These data are wirelessly delivered to passengers’ mobile devices.
(b) Upload and share sightseeing photos/videos in Social Network Servers (SNS): Passengers in flight/train/bus wirelessly upload photos/videos to the local server. The uploaded data are transferred to the cloud server afterwards, while stopping at the station/bus-stop/airport and so on. These data are shared with their friends/families through SNS.

2.2.2 Scenarios Description

The Train

The shape of the JR (Japan Rail) Soubu line, which passes by the Olympic main stadium, is assumed as the typical path that trains run. Cars in such trains have a capacity of about 150 passengers and each train is composed of around 10 cars.

The Bus

Route bus capacity is about 30 seated persons. If considering standing passengers, capacity raises to more than 50.
The Airplane

The capacity of large airplanes from Airbus/Boeing is 250-350. It is different by airplane type, operating carrier, route, etc. Here, Airbus A340-600 is assumed for the typical geometry.

2.2.3 Added value of mmWave and MEC Technologies

The mobile hotspot consists of Wi-Fi/WiGig APs, local MEC servers, and other components to deliver video content and games to passengers. Moreover, passengers upload sightseeing photos/videos to SNS. Uploaded contents will be stored in local MEC server temporarily and transferred to the cloud when backhaul bandwidth is sufficient. When a user starts wireless communication via mmWave inside the vehicle, its traffic flow will be transferred to the local MEC/content server. He can select/download favourite large volume contents like videos or games based on suggestions provided by portal page on the local MEC server. General web browsing and SNS communications could be realized by the local MEC server behaving as a proxy content server. The users can enjoy contents without being conscious of the difference from regular Internet communication. At this time, it is important that MEC properly caches or pre-fetches content according to user/application demands.

Adding computation capabilities in the MEC servers in terms of capability to instantiate and run virtual machines, makes it possible to learn the content popularity, across space and time, and to optimize the cache pre-fetching step.  Regarding upload, distributed server functions on the local MEC server will temporarily cache uploaded contents by users such as photos/videos. The users can upload their contents also without being conscious of the difference from regular SNS uploading. The uploaded contents temporarily cached on the local MEC server will be transferred to the cloud when the vehicle obtains sufficient bandwidth of backhaul at stations/bus stops/airports and so on.
2.3 2020 Tokyo Olympic 
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Figure 4: Entrance ports equipped with mmWave showers.

In the 2020 Tokyo Olympic stadium, a visitor may be expected to pass under the 6 entrance gates (see Figure 4) with a very high frequency. The six entrance gates are subdivided in a large number of multiple access ports (typically equipped with turnstiles), to enable an efficient filling of the stadium. To accelerate the flow rate, spectator electronic tickets may be read from fixed APs. Whenever a visitor passes the gate, he can download event-specific applications together with the associated large volume of data e.g. event schedule, related videos in the past events, players’ profiles etc., so to enjoy the unique applications (e.g. AR/VR) while watching the game. Regarding the hot spot antennas, two possible solutions can be considered: a single hot spot antenna that serves all the access ports of a gate or multiple antennas (one information shower per each entrance port). 

2.3.1 2020 Tokyo Olympic specific applications

The 2020 Tokyo Olympic represents one of the most challenging use cases of extreme mobile broadband due to both the very high bit rate requirements per single connection and the very high users density. In addition to the requirements affecting the total system capacity, the very low latency required by some of the advanced multimedia services (e.g., immersive communications) makes it even more difficult to design an adequate communication system. These applications will require a combination of ultra-high connection density, high data rate and low latency.

(a) Olympic game application/data download: At the stadium gates visitors download specific application of the event and large data (related videos in the past events, player’s profile etc.) to enjoy the unique applications, such as AR/VR, while they are watching the game. Visitors can also download the 4K/8K premium videos of the game when they leave the stadium, in such a case it is assumed that downloaded content size is 1~5 min. compressed video clip.

(b) 4K/8K multi camera video capturing, 4K/8K video download (video analytics): At sports events the videos from multiple 4K/8K video cameras are collected to the edge server, and then multi-viewpoint live videos are created in real-time for TV broadcast. The multi-viewpoint videos are also shared with spectators wirelessly to enjoy 360° high-definition live videos on their smartphone/tablet. The edge server also creates AR/VR videos for the spectators to enjoy unique user experience.
(c) Massive SNS sharing: A large number of users share pictures/videos at the same time, for example when a player scores in a soccer match. The massive data from many users are instantaneously uploaded to an edge server and user specific contents are created and shared with other fans at the stadium wirelessly as well as with fans in other locations through internet. 

2.3.2 Scenarios Description

The typical geometry of a stadium is based on the plan of the new National Stadium for Tokyo Olympics 2020. The stadium will be built above an area of about 7.24 ha with totally 7 levels (2 underground) containing 3 layers of stands and seats for more than 60,000 audiences. This stadium has six gates, each one of which might be supported by multiple entrance ports to accommodate all the people willing to attend the events. 
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Figure 5: New National Stadium for Tokyo Olympics 2020. (Source: Japan Sport Council)

Within the stadium the stands and the sports arena are characterized by a number of high definition video cameras connected to a stadium media room, as depicted in Figure 6.


[image: image6]
Figure 6: Stands and sports arena

According to Figure 7, the high definition video cameras convey the video signal toward the media room of the stadium where all the required video processing is carried out. The logical connections depicted in the picture can be implemented either via optical fiber or wirelessly. The final goal is to enable the users to enrich their experience through augmented/virtual reality (AR/VR) applications. A user may want, for example, to look at the game as if it were in a desired position within the field. This kind of AR can be created by combining the videos coming from multiple cameras in order to reconstruct a visual experience as required by the user who interacts with the system by (virtually) navigating through the field. A further important point is that, to prevent that computationally intensive applications will discharge the mobile device batteries too fast, it is necessary to resort to computation offloading from the mobile devices to the edge servers.
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Figure7: Reference architecture for video production and distribution within the stadium.

2.3.3 Added value of mmWave and MEC Technologies

To cope with such a challenging use case, it is straightforward to make use of 5G wireless communications including both the main enablers necessary to provide very high bit rates jointly with low latency i.e., mmWave access and MEC servers. In the following, the details related to the geometry of the scenarios and of the use cases are shown. In summary, to make the delivery of AR/VR applications possible, it is necessary to have:
· Dedicated high capacity links between the fixed high definition cameras and the MEC servers of the media room (the MEC servers, are responsible for running the computationally intensive applications providing the immersive augmented reality experience to the mobile users);
· High data rate mmWave download links serving a large number of users;

· The development of dedicated applications, running on the mobile devices, handling the exchange of data between the mobile devices and the hot spot 5G antenna, necessary to enable user navigation throughout the scene.

The MEC servers play a key role in offloading intensive computations from mobile devices to powerful servers, to overcome the battery bottleneck. 
2.4 Dynamic crowd
This use case focuses on a medium outdoor area located in the metropolitan city centre, where thousands of people spend part of their daily life (see Figure 8). The area is characterized by several possible outdoor hotspots like bus stops, stations and recreation parks. Users at such outdoor hotspots might download large volume contents, such as tourist and shopping information, high definition 3D live broadcast of a game happening at a stadium nearby, or upload and share through SNS photos and videos recently taken.
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Figure 8 Dynamic crowd use case.

The significant difference of these scenario compared to the others is that the traffic pattern changes dynamically throughout a day (see Figure 18) in accordance to users’ activities e.g. changing from light to very busy traffic in specific hours of a day as seen in Figure 9.
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Figure 9: An example of traffic variation at a station in Tokyo (2013).

2.4.1 Dynamic crowd specific applications

(a) Public video surveillance: 4K/8K videos are uploaded from multiple surveillance cameras through wireless high-speed backhaul, which enables to lower installation costs. The collected videos are analyzed in the edge server in order to detect suspicious activity, find lost child etc.

(b) 3D live video broadcast of Olympic Games: People can watch 3D live videos, such as sold-out games, in a public space. The population density and data traffic dynamically change depending on the event schedule, number of broadcast programs etc. 

2.4.2 Added value of mmWave and MEC technologies

Associating a MEC server to a radio AP enables a pervasive security system, where the (cloud) computing capabilities of the MEC server make it possible to rapidly analyse videos from mobile users or from fixed cameras locally, to raise early warnings about suspicious or anomalous behaviours, without the need to send all data to a centralized security agency. MmWave links from radio Aps associated to such MEC servers located in the hotpots enable a very high data rate delivery from and to mobile users.
MEC servers can also help to orchestrate multiple APs in order to identify the set of APs most suitable to serve a set of users, depending on users' distribution across space. For instance, a set of user lining up in a queue may be better served by multiple APs that see the users with a wider angle, to facilitate the use of spatial multiplexing.

Due to the variability of this environment and the high data rate requirements for multimedia broadband services, beside the traffic is dynamically changed throughout a day due to users’ activities, the introduction of ultra-broadband mmWave access and topology-flexible mmWave meshed backhauling are preferable. Some typical location specific applications for these scenarios are public surveillance and high definition video broadcast services.
2.5 Automated Driving

Automated driving is considered as one of the three most important use cases of future 5G systems. The 1st phase of 5G Vehicle-to-Vehicle (V2V) and Vehicle-to-Everything (V2X) communications aims at driver assistance systems and exchanges messages either directly between vehicles or via appropriate infrastructure. These messages are transmitted in case of an emergency or as so-called awareness messages, which contain information such as location, speed and heading direction. However, the 2nd phase of 5G V2X aims at automated driving applications, where automated control software become primarily responsible for monitoring the environment and the driving vehicles, referred to as Levels of Automation (LoA) in the range 3 to 5 REF SAE \h  \* MERGEFORMAT 
.

Automated driving systems require highly resolved and dynamic maps in order to maneuver safely. Since the resolution of current maps used for car navigation is definitely not sufficient, high resolution and real-time maps, also called dynamic High Definition (HD) maps, become indispensable. Figure 10 shows an example of an HD map generated with a LiDAR (Light Detection And Ranging) sensor, used to monitor the car surroundings and display it as a high-resolution and real-time points cloud. 
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Fig. 10: HD map measured by LiDAR as a high-resolution point cloud.

2.5.1 Scenario Description

Target scenarios for automated driving considered in this project are complex urban city environments as in Figure 11, where many invisible hidden objects exist behind buildings and tracks as well as unexpected bicycles and pedestrians. In such a complex environment, Roadside Units (RSU) exist to monitor the latest traffic conditions by cameras and LiDAR sensors. However, this information in the RSU are not fully utilized to assist driving for safety purpose so far. 
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Fig. 11: Automotive traffic scenarios in urban city environments.

2.5.2 Automated Driving specific applications

(a) Cooperative perception of HD maps using extended sensors: In such a complex scenario, self (egocentric) perspective based automated driving cannot work due to many invisible hidden objects. Therefore, automated vehicles require helps from sensors located at RSUs as electrical mirror in addition to the sensors equipped in the surrounding vehicles. Cooperative perception is realized by exchanging sensor data between vehicles and RSUs and it is necessary in order to widen or enhance the visibility area of HD maps. This concept allows a more accurate localization of objects and more importantly, due to a superior bird's eye view, prevents that objects remain not visible and undetected, due to the ego-perspective of the sensors mounted on the vehicle. This external object detection capability is particularly critical for a safe realization of automated driving in complex urban environments. Figure 12 shows an HD map example created by a cooperative perception from multiple RSUs, which continuously monitor the road conditions. In this case, the RSUs are located on the street lamps at a height of 6 m and a distance of 40 m between the street lamps.
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Fig. 12 Cooperative perception created by multiple RSUs on a road.

2.5.3 Added value of mmWave and MEC Technologies

The enhanced V2V/V2X communication targeting automated driving requires a data rate of 1Gbps per link, end-to-end latency of less than 10 ms per link and a communication range of more than 150 m, in order to put safe automated driving into practice by exchanging raw (or lightly processed) sensor data. Such high requirements cannot be realized with current technologies. 3GPP has recently initiated related work in Release 15, under the enhanced V2X feature. As a consequence, the utilization of mmWave and MEC technologies become increasingly important for the field of automated driving.
Figure 13 shows an example of a system architecture for mmWave based V2V/V2X in order to realize a real-time exchange of HD maps between On-Board Units (OBUs) mounted in vehicles and RSUs. All communication links between OBUs and RSUs are directly connected through proximity-based services, namely Device-to-Device (D2D) communication. However, differently from standard D2D, this V2V/V2X system uses mmWave channels to fulfil the requirements of 1 Gbps data rate and less than 10 ms latency. The communication range of mmWave links can be extended to more than 150 m, if highly directional antenna beams are used. One challenge in this system might be the antenna beam alignment between OBUs and RSUs, however existing literature shows the feasibility of using mmWave in vehicular scenarios. The system coexists with the conventional V2X system, which supports cloud-based services such as traffic jam forecast and long-range traffic navigation.
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Fig. 13 mmWave based V2V/V2X to exchange HD maps.

A block diagram of OBU and RSU is shown in Fig. 14, where the difference between an OBU and an RSU is solely the automated driving unit. The OBU/RSU receives the HD maps from surrounding OBU/RSUs via mmWave V2V/V2X links and fuses them with its own HD sensor data in the HD map processing unit. This process is called cooperative perception. This combined HD map with its widened visibility area is used for automated driving decisions and in addition is transferred to neighbour OBU/RSUs. However, before transmitting the fused HD map, the HD map processing unit selects the area of interest (or control resolution of HD map area by area) dependent on the location of receiver OBU/RSUs to avoid exponential increase of data rate. The OBU/RSU is a unification of mmWave and MEC, since the HD map processing unit is considered as MEC to compute cooperative perception at the edge of the network.
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Fig. 14 RSU and OBU composed of mmWave and MEC.

From our point of view, the described V2V/V2X system and therefore mmWave will play an important role in Intelligent Transport Systems (ITS) in addition to the current frequency bands below 6 GHz. In systems beyond 5G, Unmanned Aerial Vehicles (UAV) may use a similar concept for automated flying at low altitude, as shown in Figure 14.

The following table summarizes all the use cases selected in the 5G-MiEdge project.

Table 2: Summary of identified scenarios/use cases in 5G-MiEdge project.

	Use cases
	Scenarios
	Location specific applications
	Requirements for 5G
	Relevance with other projects

	1. Omotenashi service
	Ultra-high-speed wireless access in a dense area such as an airport, a train, a shopping mall, etc.
	Ultra-high-speed contents download

Massive video streaming
	· Peak user rate: > 2 Gbps

· Area coverage: 100 (train platform) to 1000 m2 (airport waiting area and shopping mall)

· Area peak system rate: > 6.6 Gbps

· Mobile edge cloud: prefetching of download contents to avoid backhaul congestion

· HetNet: integration of unlicensed 60 GHz band

· User/application centric orchestration: delivering high-quality overall application experience

· Micro-operator: providing specific, localized services
· Traffic density: > 10 Mbps/m2 (airport waiting area, shopping mall), > 13.2 Mbps/m2 (train platform)

· Mobility: stationary to pedestrian (4 km/h)
	mmMagic, 
NMGN, 
METIS, 
5GMF

	2. Moving hotspot
	High-speed wireless communication for passengers in a vehicle (train, bus, airplane, etc.)
	Precached/prefetched contents download and SNS contents‘ upload from/onto local MEC server on vehicles
	· Data rate: >2.15/0.54 Gbps/user (DL/UL), >80Gbps/total (in train case)
· E2E latency: < 100 ms

· Range: >10 m

· Reliability: 99.99%

· Local MEC with large cache memory on vehicle

· Distributed server function of SNS on local MEC server

· WiGig/Wi-Fi standalone operation

· Contents‘ synchronization between cloud servers and local MEC servers

· High speed backhaul on vehicle’s route, stations, bus-stops, airports: >10Gbps (in train case)
· Traffic density: > 134Mbps/m2 (train)
· Mobility: 120km/h, but passengers inside are still
	mmMagic, 
NGMN, 
5GMF

	3. 2020 Tokyo Olympic
	Olympic Stadium area and stands
	File download, high definition content download and sharing, Immersive reality
	Viewing area

· User data rate > 50 Mbit/s

· E2E latency: < 5 ms

· Cell radius: depends on access point/beam capacity

· Area system rate: > 500 Gbit/s (to serve the access segment of the area stands)

· User density: >1.5 users/m2
· Traffic density: >12.5 Tbit/s/km2
· MEC in the stadium media room

Viewing area

· User data rate > 50 Mbit/s

· E2E latency: < 5 ms

· Cell radius: depends on access point/beam capacity

· Area system rate: > 500 Gbit/s (to serve the access segment of the area stands)

· User density: >1.5 users/m2
· Traffic density: >12.5 Tbit/s/km2
· MEC in the stadium media room
	mmMAGIC, 
METIS-I/II, 
5GFM, 
NGMN, 
3GPP

	4. Dynamic crowd
	Outdoor hotspot areas like bus stops, stations and recreation parks, with dynamic changes of traffic pattern
	Public video surveillance and 3D live video broadcast of Olympic games
	Public video surveillance (square)
· Number of cameras: 6
· Data rate of 1 camera: 50Mbit/s
· Total data rate: 300Mbit/s
3D live video
· Number of users: 300

· % of concurrent users of the service: 50%
· Data rate of 1 camera: 50Mbit/s

· Total data rate: 7.5Gbit/s
· 


· 
	mmMagic, 
NGMN, 
5GMF

	5. Automated driving
	Automotive traffic environments in urban city
	Cooperative perception by exchanging HD dynamic map information between vehicles & roadside units
	· Data rate: > 1 Gbps / link

· Traffic density: 0.2 vehicles/m/lane

· E2E latency: < 10 ms

· Range: >150 m

· Reliability: 99.99%

· UE-UE, UE-network relay

· MEC in roadside units & on-board units

· User/application centric orchestration

· RRM via LTE/NR

· Standalone operation without LTE/NR

· Micro-operator to be deployed by government

· Combination with legacy V2V/V2X

· Dedicated carrier above 24.25 GHz
	5GPPP,
ETSI MEC,
3GPP TR22.886 
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