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Abstract: This discussion paper presents use cases descriptions and associated requirements for the new forthcoming 5G wireless system. The specified use cases cover Program-Making and Special Events (PMSE) applications within the Media & Entertainment vertical, and are a collaborative endeavour of the partners of the PMSE-xG project consortium.
For more info on the PMSE-xG project please visit: pmse-xg.de [1].

1 PMSE-xG Vision
The PMSE-xG (Programme Making and Special Events - Next Generation) project [1] is a collaborative research endeavour, funded by BMVI, the German Federal Ministry of Transport and Digital Infrastructure. The project is run by a consortium composed of the following partners:
· Industry:

· Sennheiser (project coordinator),

· ARRI,

· Bosch,

· Intel,

· Research centers:

· Fraunhofer Institute for Telecommunications - Heinrich Hertz Institute, 
· SME:

· Smart Mobile Labs,

· Universities:

· FAU University Erlangen-Nuremberg,

· Leibnitz University Hannover.
The PMSE-xG project has the vision of delivering important advancements in the creative industry ecosystem, focusing on both audio and video applications as well as potential new services. The main focus areas of the project are:

· Propose enabling technologies to support the strict requirements of the identified use cases,

· define an overall system architecture fulfilling the requirements derived out of the use cases, including the discussion about spectrum access for local high quality networks,

· assess and propose related business models.
2 Use Cases and Requirements definition
In the following, some of the most relevant use cases in the areas of focus of the project are described and analysed in more detail. The use cases (UC) that are presented in the subsequent sections are grouped into the following use case classes (UCC):

· Use case class 1 (UCC-1):
Low latency audio streaming,
· Use case class 2 (UCC-2):
High data rate video streaming,
· Use case class 3 (UCC-3):
Audience services.
Each UCC contains one or several real-life use cases. For each use case, a short description is provided, requirements are analysed and discussed. Some UC present a section on opportunities, challenges and threats, which is related to the chances and risks that are present when the state-of-the-art technology of the communication system is changed towards 4G advanced and 5G based solutions. Especially the fact that new stakeholders, such as network operators and mobile chip vendors in case cellular equipment is used in the licensed spectrum, may enter in the market, requires an analysis on the potentially new business models that may be introduced.
A general requirements ID has the structure “RX.Y-ZNN”, and the taxonomy behind it is as follows:

· R:
A fixed letter at the beginning of each ID that stands for “requirement”.

· X.Y:
A unique identifier of the associated UC. In this respect, X corresponds to the UCC and Y to a sequential number identifying the respective UC in the corresponding UCC.

· Z:
A letter specifying the respective requirements class as follows:

· A:
Delay

· B:
Sum Data rate

· C:
Reliability 

· D:
Links and link data rate

· E:
Range

· F: 
Synchronicity

· G:
Security

· H:
Packet Size

· I:
Traffic Pattern

· J:
Topology/Architecture

· K: 
Mobility

· M:
Misc. / other requirements

· NN:
Sequential number assigned to the respective requirement.

2.1 UCC-1: Low latency audio streaming
The UCC low latency audio streaming addresses key issues of wireless audio production and conference systems focusing on low latency and high reliability aspects. Even if the number of active wireless audio links or data rates of respective wireless audio streams may vary, the requirements regarding latency and reliability remain principally the same.
Reliability is a strongly required feature for all kind of live audio streaming applications, because due to their on-line transmission nature, such applications cannot afford repeating audio transmissions in case of error.
Latency must be much lower than the latency of other speech transmissions systems like cellular services, because audio source (a microphone) and audio sink (e.g. an in-ear monitor) are co-located and the performing artist or conference participant does accept only a small time difference between the original audio signal and the processed audio signal.
This UCC is composed of two use cases, as explained more in detail in the following:

· UC-1.1 Live performance,
· UC-1.2 Local conference system. 
Opportunities

· Wireless PMSE get access to IMT spectrum all over the world. Hence, using a cellular network in regulated (licensed) spectrum can prevent the degradation of the QoS of the communication system in crowded scenarios. 
· A mobile network operator offers frequency management and operation reliability.

· The deployment of an audio transmission system over a public cellular network provides the opportunity to connect to remote participants in a simple fashion over the operator’s network infrastructure. Furthermore, the deployment of cloud services to enhance the audio transmission system becomes simplified.

Challenges

· Cellular networks need to support the requirements of the UC in focus. To enable the cellular system to support the described UC, technical and economic challenges need to be solved.

· The ability to deploy an audio transmission system in a stand-alone fashion poses challenges on the licensed spectrum access. Questions as how spectrum can be reserved, scheduled and accessed without real-time connectivity to an operator’s core network need to be answered.

· The over-the-air transmission of the local high quality network has to fulfil latency and reliability requirements of PMSE applications, currently not supported by cellular networks.

· Multichannel audio synchronization over a cellular network is not supported yet and needs to be implemented to support the UCs.

Threats

· The deployment of a system using cellular technology in a licensed spectrum demands a network operator to access the spectrum. At the moment, no valid business model is known for this UCC.
· The QoS in a public cellular network is not guaranteed. 

· The required latency is too expensive to be deployed or requires changes to the core network that might not be wanted by the network operators.

· Upcoming IMT hardware solutions are only available for mobile telecommunication vendors and the PMSE industry does not get access to it.
2.1.1 UC-1.1: Live performance

A typical live performance scenario is shown in Figure 1: an artist on stage uses a wireless microphone while hearing himself via the wireless in ear monitor system. The audio signal coming from the microphone is streamed to a mixing console, where the different incoming audio streams are mixed.
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Figure 1: Wireless microphone and in ear monitor system
After mixing, several audio streams can be distinguished, e.g. the Public Address (PA), the individual in ear monitor (IEM), or the recording mixes. Here, the IEM mixes are transmitted wirelessly, whereas most of the other signals are streamed via wired connections. Similar setups can be found in live events like TV shows, sports events, musicals, press conferences.
Requirements

Table 1: Requirements for use case UC-1.1 (“Live Performance”)

	
	ID
	Requirement

	 
	[R1.1-A01]
	End-to-end (E2E) delay of equipment < 4 ms.

	
	[R1.1-A02]
	System delay < 1 ms.

	
	[R1.1-B01]
	Different user data rates per audio link shall be supported for uncompressed audio:

DRUA1 = 4.61 Mbit/s (24 bit @ 192 kHz)

DRUA2 = 2.3 Mbit/s (24 bit @ 96 kHz)

DRUA3 = 1.15 Mbit/s (24 bit @ 48 kHz)

DRCA1 = 252 kbit/s.

	
	[R1.1-B02]
	Data rate per control link ≤ 50 kbit/s.

	
	[R1.1-C01]
	The PER of the system shall be below 10-4 for a packet size of 1 ms with the following error distribution:

- maximum continuous error duration = 30 ms,
- consecutive minimum continuous error-free duration = 100 ms.

	
	[R1.1-D01]
	One local high quality network shall support 50 simultaneous audio links.

	
	[R1.1-E01]
	Event area ≤ 8000 m2, indoor and outdoor.

	
	[R1.1-F01]
	All wireless mobile devices shall be synchronized inside one local high quality network.  Synchronicity shall be ≤ ± 250 ns.

	
	[R1.1-K01]
	Mobile user velocity ≤ 14 m/s.

	
	[R1.1-G01]
	The user data should be encrypted.


Topology
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A typical topology of UC-1.1 is shown in Figure 2. An audio specific cell operates in parallel to a generic cell, which offers cellular communication. Inside the audio specific cell, limited cell-specific service is available. The main purpose of the audio specific cell is to provide very low latency audio up- and down-link streams for wireless microphones and wireless IEM, and a local mixing functionality, which mixes the incoming audio streams (the audio uplinks (UL)) to several output audio streams (the audio downlinks (DL)). 

Figure 2: Topology of live performance use case

2.1.2 UC-1.2: Local conference system

The main task of a conference system is to distribute voice from one participant to other participants either within the same location, e.g. a room or the conference venue, or to a remote location. The conference units can be centrally configured and controlled, and can start a poll among the participants. As a concrete example, the UC local conference system is described in more details and its requirements are listed in the following. 
Figure 3 describes the topology of a local conference system. Each conference unit can act as a transmitter or receiver of an audio stream. The speakers’ voices are transmitted to a conference service application via a central base station (BS) (red arrow) from where the processed audio streams are distributed again via the other BS (blue arrows). The receiving conference units can select between different channels, each one containing a different mixture of the speakers’ voices or in some cases their respective language translations. The conference system can be deployed either in a fixed installation setup or in a moving/portable setup.
In the fixed installation case the surrounding conditions, e.g. the presence of cellular network coverage, stay constant over a longer period in time. In the portable setup case, the conference system is deployed in an ad-hoc manner. The location and time of deployment are only known at short-term and indeed can change from one occasion to the next one, even across country-borders. 
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Figure 3: Topology of the local conference UC
Requirements

Table 2: Requirements for use case UC-1.2 (“local conference system”)

	
	ID
	Requirement

	Major
	[R3.1-A01]
	The local conference system shall have an E2E delay between the microphone and the speaker/headphone of < 20 ms. To support such delay the system delay per link shall be < 4 ms.

	
	[R3.1-D01]
	4 data UL and 42 data DL with a user data rate of 0.768 Mbit/s per link (uncompressed audio) shall be supported. 

	
	[R3.1-D02]
	The system should support the control of 500 user terminals per cell.

	
	[R3.1-C01]
	The audio frames (with a packet duration of 4 ms) provided to the application layer should have a PER below 10-4. Hence, the system should provide a reliability of 99.99%.

	
	[R3.1-E01]
	The system shall provide the required connectivity in an area of 50 m x 50 m.

	
	[R3.1-F01]
	Synchronicity between devices shall be < 20 µs.

	
	[R3.1-M01]
	The system setup time shall be < 10 ms.

	
	[R3.1-M02]
	The system should be able to work without access to the Internet. 


2.2 UCC-2: High data rate video streaming

The UCC-2 is a very demanding family of UCs, as high data rate is required in parallel with low latency. The video stream sent from a camera shall be available as the useful camera signal, e.g. for “quasi live” editing and recording, and for remote camera operators, e.g. crane operators and focus pullers. In particular, the latter need the lowest possible latency. Focus tracking of moving objects based on delayed monitoring inevitably would result in focus faults. Further demanding is the fact that the focus control data are sent back to the camera wirelessly.
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Figure 4: High data rate video streaming UCC
Currently, several dedicated wireless systems for video and control are used in parallel for these purposes. This is disadvantageous and potentially can be improved by the use of 5G. Details are given under “Opportunities and Challenges” in the next paragraph.

5G is a native IP based transmission system. IP offers opportunities both for wireless and wired data transmission in cinematographic workflows. IP video streaming and IP device synchronization are implemented and evaluated in the PMSE-xG project.

Two UC are defined for this UCC. This separation must mainly be considered for a later product definition with respect to the BS side. The camera part shall be the same for both UC. Also the requirements for the wireless performance are the same.

· UC-2.1

Portable high data rate video production system

· UC-2.2 
Fix installation high data rate video production system

2.2.1 UC-2.1: Portable high data rate video production system

This UC addresses the deployment of a portable high data rate video production system in an ad-hoc manner. The location and time of deployment are not fixed. The system is in worldwide use and is typically shipped in flight cases from location to location.

Opportunities

The planned new features of 5G systems offer new opportunities to cinematographic cameras, as an all-encompassing wireless system can be achieved.

· 5G due to its performance will allow wireless transmission of camera signals at sufficient bandwidth and QoS. A considerable share of professional cinematographic applications including their post-production requirements can therefore be addressed.

· Due to extensive grading and image processing, cinematographic post production has significantly higher requirements regarding image quality than standard TV broadcast.

· 5G, due to its packet based operation in parallel with low latency transmission will allow to substitute several dedicated wireless systems by one efficient wireless system for all. 

· Currently several (mainly non the ones used by ARRI) wireless systems are used in parallel for demanding cinematographic productions. This burdens the user with additional planning and handling. It also increases the spectral resource consumption unnecessarily.

· 5G’s universality will make highly integrated chip sets available. This will allow a complete integration of the wireless system into the camera body itself. It can make an all-embracing wireless connectivity an integrated standard feature of cinematographic cameras.

· Camera integration has several advantages. It reduces the overall hardware effort and allows the wireless system to access internal processing results, i.e. those from the image compression codec inside the camera. Current wireless systems are mostly external stand-alone boxes. This means increased hardware cost, weight, size and power consumption.
Challenges and Threats

Significant challenges have to be faced by the image conversion to IP packets:

· A fundamental change of the camera data pipeline, i.e. the transition from a continuous, frame and line synchronous video transport to an asynchronous packet based transport,
· A fundamental change of the device synchronization mechanism, i.e. the transition from the established video pixel synchronous camera “genlock” synchronization to a time and packet based synchronization,
· New technology, i.e. for data transmission, and high performance requirements in parallel,
· Completely new measurement technology.
Requirements

The UC 2-1 places major requirements on the wireless system, in particular to delay, data rate and error behaviour.

Table 3: Requirements for UC-2.1 “PORTABLE HIGH DATA RATE VIDEO PRODUCTION SYSTEM”

	
	ID
	Requirement

	
	[R2.1-A01]
	Delay: The delay of the wireless system should be as small as possible. The numbers given below cover a wireless “closed loop” application suited for remote focus pulling. The E2E delay, from the camera image sensor back to the camera lens motors. including sensor integration time and delay of all components in between, shall be < 50 ms.

The System Delay of the wireless system shall be < 2 ms for a nominal transmission without transmission errors. This figure also represents the layer 2 (MAC) latency of the wireless system. “Cut-Through” packet transmission may be used by the wireless system (start wireless transmission of a packet before the complete packet has been received).

In case of transmission errors the packet shall be resent autonomously by the wireless system. The System Delay including retransmission(s) shall be < 10 ms.

The given System Delay shall be true for each direction of the link (camera to BS and vice versa) and irrespective of the link utilization in the opposite direction.

	
	[R2.1-B01]
	User data rate: A user data rate of 200 Mb/s shall be achieved.

A user data rate of at least 100 Mb/s must be achieved in the relation “camera to BS” and of at least 20 Mb/s in the relation “BS to camera”.

	
	[R2.1-C01]
	Reliability: The reliability of the system shall be > 99.999 %.

The number represents one defect video frame per one hour of operation.

For information: one video frame comprises about 300 packets, each 1280 bytes in length. A video frame is defect if one or more bits or packets representing this frame are corrupted or missing. 

	
	[R2.1-D01]


	Number of links: One bidirectional link shall be provided.

For later application in a commercial product ten links must be possible.

	
	[R2.1-E01]


	Range: A camera distance between 1 to 50 m around the BS shall be supported at nominal operating conditions specified in the following: Line of sight can roughly be assumed (for 1 GHz to 5 GHz frequencies). Obstacles up to 1 m x 1 m in size and single human bodies must be tolerated. RF reflections in a supporting way cannot be assumed. The system must be operable outdoor in a free-field environment.

	
	[R2.1-F01]
	Synchronicity: The synchronicity of equipment connected wireless shall be > 1 ms.

	
	[R2.1-G01]
	Security: Secured data transmission will be required for a commercial product. Several options for implementation will exist due to the fact that security may be required for wired IP transmission also. For PMSE, native wireless (LTE/5G) security mechanisms shall be used.

	
	[R2.1-H01]
	Packet Size: A maximum IP packet size of 1280 bytes will be used.
Shorter lengths, i.e. for synchronization messages, can occur.

	
	[R2.1-I01]
	Traffic Pattern Video: IP packets with video payload only travel from the camera to the BS. They will be sent not faster than the agreed safe wireless transmission speed. A suited pause time between packets will be applied. Buffering, as far as needed, will take place inside the camera, not inside the wireless equipment. The camera frame rate and thereby the camera output data rate will be set according to the agreed and fixed wireless transmission speed. Possible framerate steps are 60, 48 and 30 fps. 60 fps represents 200 Mb/s, 30 fps 100 Mb/s. Dependent on the relation framerate to wireless speed the link utilization will be roughly between 50% and 100%.

	
	[R2.1-I02]
	Traffic Pattern Synchronization: IP packets with synchronization messages travel to and from the camera. They have a low repetition rate (< 20 Hz) and a short length. The camera places them between video IP packets with priority.

	
	[R2.1-J01]
	Topology: For PMSE a single bidirectional link between the camera and the BS shall be implemented. The radio link can be unicast. However it has to transfer transparently all unicast and multicast packets that arrive at the BS and are related to the camera. It has to be taken into account that synchronization messages from the IP master clock are sent by multicast, whereas the camera responds by unicast.

	
	[R2.1-K01]
	Mobility: The wireless system shall allow camera movements of at least pedestrian speed and camera rotations of 30 °/sec

	
	[R2.1-M01]
	Error Correction: Native wireless error correction including packet retransmission shall be used. A residual fault rate < 10-11 shall be achieved under the operating conditions specified here and including a realistic signal to noise ratio. The number given roughly represents one residual bit error per one hour of operation @ 100 Mbit/s. Alternatively not more than one IP packet must be lost per one hour of operation. Both numbers represent one corrupted video frame per one hour of operation.

	
	[R2.1-M02]
	Transparent Duplex Operation: A duplex link must be provided by the wireless system. All IP packets related to the camera shall be transmitted in a transparent way.

	
	[R2.1-M03]
	IP v4, IPv6: The wireless system must be capable to handle IPv6 packets.

The wireless system shall be capable to handle IPv4 packets also.


2.2.2 UC-2.2: Fixed installation high data rate video production system

This UC addresses the deployment of a fixed installation system. The camera part shall be the same as for UC 2.1. However, the BS(s) including antennas and system wiring can be permanently installed and can make use of the characteristics and infrastructure of a typical production studio.

Opportunities

The broad deployment of this UC increases the addressable market camera makers like ARRI. Lighting installations basically can serve as BS locations in a preferred position.

Challenges and Threats

Fixed installations in studios will probably require multi-vendor equipment support. Significant effort for compatibility and performance testing must be assumed.

Requirements

The requirements of UC 2.2 regarding the wireless system are the same as for UC 2.1.

2.3 UCC-3: Audience services

This UCC describes different UCs of innovative applications and services, which provide additional and individualized live contents, at concerts for audiences e.g. at live events, concerts, sport events. The first four UCs focus on audio services while the fifth UC covers a service providing a broad multimedia content. The following sections describe the UCs in more detail:
· UC-3.1 Assistive Live Listening System, 

· UC-3.2 Individual Live Mixing,
· UC-3.3 Optimum Listening Position for On-Site and Remote Audience,
· UC-3.4 Audience Participation and Interaction,
· UC-3.5 Remote Audience Services.
Opportunities:

· When using a low-latency wireless audio transmission from a BS to listeners’ devices at a live event, the audio streams reach the listeners before the sound from the PA system (i.e. loudspeakers in front) arrives (see Figure 5). This gives the opportunity to process these audio streams and play them back via earphones to mix the two signals at the listeners’ eardrum, without a temporal offset. This offers new ways for experiencing a live event.
· Audience Services enabled by low-latency audio transmission allow the live mixing engineer to reach the audience in new ways, so to enhance the audience live experience.

· It is advantageous for this service to use standardized wireless communication technologies implemented by default on standard consumer devices (e.g. smartphones). This allows a bring-your-own-device concept for the service and offers a higher ease of use.
Challenges:

· The slow acoustic wave propagation allows to make use of the methods described above. But this still implies a minimum distance from PA speakers to listeners. For smaller distances, the acoustic wave from the PA system reaches the ear drum before the processed signal from the earphones. To avoid unwanted effects restrictions to the listeners’ positions is needed.

2.3.1 UC-3.1: Assistive live listening system
This UC describes an individualized audio content service to listeners at a concert or a voice-based event, in order to provide a better listening experience. 

At a concert or voice-based event audio content is presented via a PA system in a traditional way, but listeners can take advantage of an improved sound experience by wearing headphones connected to a wireless assistive live listening device. The audio contents presented via the PA system and headphones are the same, but the assistive live listening device enables further audio processing to suit the listeners’ needs.
· The service presents audio content that is time-aligned to the sound that reaches the ear from the PA system. So the assistive listening content blends in the existing sound field and comb filtering effects are minimized.

· The service is capable of equalizing the assistive listening content to suit the listener’s needs or listening habits.
· The service is capable of reducing the reverberant sound components while preserving the main characteristics of the venue sound. So speech intelligibility is improved.
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Figure 5 Latency considerations of an assistive live listening system

The latency caused by the wireless audio transmission and the signal processing in mobile devices imply a minimum distance of the listener from the PA speakers to take advantage of the service (e.g. an assumed E2E delay of 8 ms from audio mixer to earphones means a minimum distance of approximately 3 m from the PA speakers).

At smaller venues the direct sound from stage might become audible against the sound from the PA system. This could complicate the processing (correlation) of signals 
Topology

A topology of the UC 3-1 (as well as of the UC 3-2) is shown in Figure 6, which depicts a typical live event situation with a stage, an audience space and an entity where the audio mixing is performed. Several audio inputs coming from stage and from other sources are mixed and result in output mixes, one or more of which are sent to the on-site participants over a wireless link.
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Figure 6 Topology of UC-3.1 and UC-3.2

Requirements

Table 4: Requirements for use case UC-3.1 (“assistive live listening system”).

	
	ID
	Requirement

	Major
	[R4.1-A01]
	The E2E delay in DL (audio-mixer to earphone) shall be < 8 ms.

	
	[R4.1-A02]
	The application layer latency of the wireless transmission shall be < 5 ms.

	
	[R4.1-B01]
	Sum data rate shall be >= 3.072 Mbit/s.

	
	[R4.1-B02]
	Data rate per control link shall be ≤ 50 kbit/s.

	
	[R4.1-C01]
	The PER of the system shall be < 10-4 for a packet size of 1 ms with the following error distribution:

 - maximum continuous error duration = 30 ms,

- consecutive minimum continuous error-free duration = 100 ms.

	
	[R4.1-D01]
	4 audio streams (distributed as multicast or broadcast) shall be supported with a user data rate >= 0.768 Mbit/s (16bit @ 48 kHz) per stream (uncompressed audio). As long as the latency requirement is fulfilled and the audio data is available in an uncompressed manner at application layer, data reducing audio codecs may be used.

	
	[R4.1-D02]
	The service shall support >= 100 users per venue. 

	
	[R4.1-E01]
	The service shall cover an area >= 300 m2.

	
	[R4.1-F01]
	Synchronicity shall be ≤ ± 250 ns.

	
	[R4.1-G01]
	The transmitted data should be encrypted.

	
	[R4.1-M01]
	All individuals shall be willing to use an assistive live listening system (i.e. mobile device and earphones with external microphones).


2.3.2 UC-3.2: Individual live mixing

This UC describes a service allowing listeners at a concert or voice-based event to adjust the mix of instruments and audio tracks from stage, and even to fade in additional instruments or tracks. Alternative mixes and additional tracks are distributed over a wireless link, can be received with a mobile device and are presented via headphones. All content is time-aligned to the sounds reaching the ear on the acoustic path from the PA system. This service allows artists to offer more than one way to enjoy a live performance.

· Listeners can highlight or attenuate different groups of instruments, e.g. drums, vocals, piano, to suit his/her own individual needs or musical interests.

· Listeners receive additional (pre-recorded) audio tracks of instruments not performing on stage. One can fade in these tracks so the live performance on stage is enhanced e.g. one can hear the live performance with an additional choir, although there is no choir on stage.

Requirements

Table 5: Requirements for use case UC-3.2 (“Individual Live Mixing”).

	
	ID
	Requirement

	Major
	[R4.2-A01]
	The E2E delay in DL (audio-mixer to earphone) shall be < 8 ms.

	
	[R4.2-A02]
	The application layer latency of the wireless transmission shall be < 5 ms.

	
	[R4.2-B01]
	Sum data rate shall be >= 7.68 Mbit/s.

	
	[R4.2-B02]
	Data rate per control link shall be ≤ 50 kbit/s.

	
	[R4.2-C01]
	The PER of the system shall be below 10-4 for a packet size of 1 ms with the following error distribution:

- maximum continuous error duration = 30 ms,

- consecutive minimum continuous error-free duration = 100 ms.

	
	[R4.2-D01]
	10 audio streams (distributed as multicast or broadcast) shall be supported with a user data rate >= 0.768 Mbit/s (16bit @ 48 kHz) per stream (uncompressed audio). As long as the latency requirement is fulfilled and the audio data is available in an uncompressed manner at application layer data reducing audio codecs may be used.

	
	[R4.2-D02]
	The service shall support >= 100 users per venue. 

	
	[R4.2-E01]
	The service shall cover an area of >= 300 m2.

	
	[R4.2-F01]
	Synchronicity shall be ≤ ± 250 ns.

	
	[R4.2-G01]
	The transmitted data should be encrypted.

	
	[R4.2-M01]
	All individuals shall be willing to use an assistive live listening system (i.e. mobile device and earphones with external microphones).


2.3.3 UC-3.3: Optimum listening position for on-site and remote audience

This UC describes a service at a concert or voice-based event that provides audio streams recorded at an optimum listening position that can be played back to listeners, e.g. at remote places.

At an optimum listening position, the audio content is recorded with dummy heads or ambisonics microphones. When working with dummy heads listeners might experience a fairly good externalization of the sounds. But as one moves the head, the externalized sounds move, too. This might be a totally confusing and discomforting experience for listeners. Such problems can be avoided by the use of ambisonics microphones, whose multichannel recordings can be rendered to a binaural representation. Head tracking sensors that capture the movements of the listener’s head are used to give the impression of non-moving externalized sound sources.

When working with streams from these additional microphones the latency requirements change. The latency caused by the propagation of acoustic waves from the PA speakers to the dummy head or ambisonics microphone (see Figure 7) implies a considerable increase of the minimum distance from the PA speakers to the listener. The service might only be used at the far ends of the audience space, whereas there is no influence on the use by remote listeners.
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Figure 7 Latency considerations of an audio stream from an optimum listening position.
Topology

A typical topology of UC-3.3 is shown in Figure 8. It is very similar to the topology of UC-3.1 and UC-3.2, the main difference being that additional to the on-site path in Figure 6, there is a remote audio mixer for remote participants which are not on site.
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Figure 8 Topology of UC-3.3
Requirements

Table 6: Requirements for use case UC-3.3 “Optimum Listening Position”.

	
	ID
	Requirement

	Major
	[R4.3-A01]
	For On-site listeners the E2E delay in DL (audio-mixer to earphone) shall be <= 8 ms.

	
	[R4.3-A02]
	The application layer latency of the wireless transmission for on-site listeners shall be <= 5 ms.

	
	[R4.3-A03]
	For remote listeners the E2E delay should be <= 100 ms.

	
	[R4.3-B01]
	Sum data rate shall be >= 3.072 Mbit/s (MAX up to 13.824 Mbit/s).

	
	[R4.3-B02]
	Data rate per control link shall be ≤ 50 Kbit/s.

	
	[R4.3-C01]
	The PER of the system shall be below 10-4 for a packet size of 1 ms with the following error distribution:

- maximum continuous error duration = 30 ms,
- consecutive minimum continuous error-free duration = 100 ms.

	
	[R4.3-D02]
	For dummy heads: 4 audio streams (distributed as multicast or broadcast) shall be supported with a minimum user data rate of 0.768 Mbit/s (16bit @ 48 kHz) per stream (uncompressed audio). As long as the latency requirement is fulfilled and the audio data is available in an uncompressed manner at application layer data reducing audio codecs may be used.

	
	[R4.3-D03]
	For ambisonics microphones: Depending on the number of capsules contained, >= 18 audio streams (distributed as multicast or broadcast) shall be supported with a user data rate >= 0.768 Mbit/s (16bit @ 48 kHz) per stream (uncompressed audio). As long as the latency requirement is fulfilled and the audio data is available in an uncompressed manner at application layer data reducing audio codecs may be used.

	
	[R4.3-D04]
	The service shall support >= 100 users per venue. 

	
	[R4.3-E01]
	The service shall cover an area >= 300 m2.

	
	[R4.3-F01]
	Synchronicity shall be ≤ ± 250 ns.

	
	[R4.3-G01]
	The transmitted data should be encrypted.

	
	[R4.3-M01]
	All individuals shall be willing to use an assistive live listening system (i.e. mobile device and earphones with external microphones).

	
	[R4.3-M02]
	For the use of an ambisonics microphone a head tracking sensor shall be attached to the headphones of the audience.


2.3.4 UC-3.4: Audience participation and interaction

This UC describes a service allowing innovative audience interactions for live concerts and voice based events. The wireless audio transmission provides new possibilities for an interaction between artists on stage and the audience, dissolving the distinction between on-site and remote events. 

· During a live concert, the audio transmission enables individual participation of the audience with the artist, e.g. listeners can participate by singing through their mobiles headset as a choir while the artist is performing on stage. The audio signal of every individual can be integrated into the mix on stage, e.g. the audience may perform as a huge live choir on stage. After the concert, the audience has the possibility to receive a customized version of the song in which they also performed, e.g. as a duet with the artist or as a choir supporting the artist. 

· Artists can interact with a selected part of the audience, while the rest is not aware of that.

· At a voice based event, e.g. a press conference or a panel discussion, listeners can participate in the debate without using a handheld microphone, but by using their own built-in microphone of the headset or mobile device. It does not matter whether participants are on-site or not, they can use mobile devices to participate on the event as if on-site. 
Topology

A typical topology of UC-3.4 is shown in Figure 9. It is very similar to the topology of UC-3.3, the main difference being that the on-site and remote participants have an additional headset microphone.
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Figure 9 Topology of UC-3.4

Requirements

Table7: Requirements for use case UC-3.4 “Audience Participation and Interaction).

	
	ID
	Requirement

	Major
	[R4.4-A03]
	The E2E delay including UL and DL (2 hops) <= 5 ms.

	
	[R4.4-B01]
	Sum data rate shall be >= 78.336 Mbit/s.

	
	[R4.4-B02]
	Data rate per control link shall be ≤ 50 kbit/s.

	
	[R4.4-C01]
	The PER of the system shall be below 10-4 for a packet size of 1 ms with the following error distribution:

- maximum continuous error duration = 30 ms,

- consecutive minimum continuous error-free duration = 100 ms.

	
	[R4.4-D01]
	2 audio downstreams (distributed as multicast or broadcast) shall be supported with user data rate >= 0.768 Mbit/s (16bit @ 48 kHz) per stream (uncompressed audio). 1 audio upstream shall be supported with user data rate >= 0.768 Mbit/s (16bit @ 48 kHz) per stream (uncompressed audio). As long as the latency requirement is fulfilled and the audio data is available  uncompressed at application layer, data reducing audio codecs may be used.

	
	[R4.4-D02]
	The service shall support >= 100 users per venue. 

	
	[R4.4-E01]
	The service shall cover an area >= 300 m2.

	
	[R4.4-F01]
	Synchronicity shall be ≤ ± 250 ns.

	
	[R4.4-G01]
	The transmitted data should be encrypted.

	
	[R4.4-M01]
	All individuals shall be willing to use an assistive live listening system (i.e. mobile device and earphones with external microphones and headset).


2.3.5 UC-3.5: Remote Audience Services

This UC extends UC-3.2 by additional live multimedia content at large live events, focusing on system interoperability and useful combination of already existing multimedia presentation workflows, enabled by a common 5G infrastructure. This content can come along 3 main axis:

· Broadcast contribution: video and audio gathering and processing metadata sources. This part is usually done by professionals with broadcast equipment.

· Broadcast distribution: Transmitting pre-processed, selected or edited media streams to the recipients.

· Team communication: Team internal communication and data exchange like team radio, telemetry or other internal video and audio transmissions.

This UC targets sport events in ample areas, e.g. marathons or motor races, featuring live action spread over multiple Km2, where spectators have only a narrow view. With an appropriate 5G device, viewers can retrieve additional content, e.g. camera perspectives from other locations (backstage, pit lane). Like on TV, the content can be enriched by slow motions, and statistics. Another scenario is eSports, which adds to users screens, e.g., virtual game maps, strategy analysis and team comparison.

Opportunities
· 5G offers high bandwidth over a large area, enabling multiple high quality video streams for portable or mobile devices, as sink and source. At the same time, other I/O (audio, control, etc.) can use the same modem device, allowing a “small” universal communication device.

· The IP interface on both sides of the 5G data channel allows simultaneous usage of already existing standards and implementations for specific applications. Typical examples are:

· Uni-directional audio for contribution can be transported by AES67 (industrial standard for Audio-over-IP).

· Bi-directional audio communication can be integrated by SIP (industrial standard for voice-over-IP/VOIP). Gateways can be used to transfer audio between different usage domains (e.g. team radio and contribution).

· Audio and video streaming can use RTSP/RTP (RFC2326 and 3550).

· Overlays and interaction can be based on conventional HTML5 and Javascript.

· Resources at the provider’s infrastructure (“mobile edge cloud”) may be used for low latency distribution or control, also reducing technical overhead e.g. on the team side.

· Video distribution seems to be well suited for multicast technology and IPv6, provided by 5G.

On the contribution and team side, 5G offers the following advantages:

· Video cables can be replaced by wireless transmission. This is especially useful for mobile cameras (e.g. body cams or cameras in cars) or complicated terrain (e.g. ski racing).

· Alone or in combination with video or audio, additional sensor and control data can be easily transmitted in both directions. E.g. telemetry can be distributed to the interested viewer after filtering and processing. 

· This transmission system convergence eliminates the need for different radio modules, currently in use.

Also, the distribution side (i.e. eventually the viewer) can gain from this envisioned setup:

· The viewer can choose between passive or active image selections.

· “Traditional TV” usually embeds text straight into the video stream, the additional info can be individually overlaid in devices, based on user preferences like language or other interests.

· Location-aware devices can give hints about upcoming duels at the viewer's place.

Challenges

· The design of 5G-gateways converting physical layers and metadata for telemetry and other control data requires deep insight into the typical workflows and regulations of the event. 

· Compared to the other use cases, the latency and synchronicity requirements are quite relaxed, however the bandwidth and area coverage requirements are much more demanding.

· Contribution and team communication traffic must have priority over distribution, thus QoS must be implemented in the 5G layer itself.

· Due to the high bandwidth and large area the system needs to be adaptive to give the best viewer experience. The 5G layer may assist in the adaption by providing additional information and data control mechanisms.

· Battery life for mobile devices is an important issue.

· Strict isolation (e.g. team data) must be preserved over all layers.

Threats
· It is unclear if a shared 5G infrastructure can be used for contribution/team and distribution.

· The convergence may be affected by mutually exclusive QoS requirements.

· Depending on the setup, 5G transmission can be a single point of failure.

Requirements

The requirements for a motor race are split among contribution (C), distribution (D) and team (T).

Table 8: Major requirements for use case UC-3.3 “remote audience services”.

	
	ID
	Requirement

	Functionality
	[R4.5-A01]
	(D) The DL latency (gate keeper to screen output) for video shall be <= 600ms.

	
	[R4.5-A02]
	(CT) The latency for control signals shall be < 100 ms.

	
	[R4.5-A03]
	(CT) The latency for audio-only signals (team radio, intercom) shall be < 150ms.

	
	[R4.5-A04]
	(CT) The latency for video signals shall be < 250 ms.

	
	[R4.5-B05]
	(CT) At least 10 simultaneous HD streams (>6Mbit/s, h.265) shall be supported.

	
	[R4.5-B06]
	(D) At least 10 simultaneous HD streams (h.265) shall be supported.

	
	[R4.5-D07]
	(D) In the video multicast case the number of viewers shall not be bound by other control link limitations.

	
	[R4.5-D08]
	(CT) >= 100 permanent control/telemetry (i.e. non-video) links shall be supported.

	
	[R4.5-E09]
	(D) The system shall cover >=t 1 km2. 

	
	[R4.5-E10]
	(CT) The system shall cover the full event area.

	
	[R4.5-E11]
	(CDT) There shall be no (technical) upper limit of area coverage.

	
	[R4.5-F12]
	(D) Synchronicity over multiple streams shall be +-2 frames (+-40 ms@50 Hz).

	
	[R4.5-F13]
	(CT) Synchronicity over multiple videos shall be +-1 frames (+-20 ms @50 Hz).

	
	[R4.5-K14]
	(CT) Maximum allowed mobile device velocity shall be > 100m/s. Error rate of contribution streams may start (visibly) degrading at 80 m/s.

	
	[R4.5-M15]
	(D) Channel/Stream switching time (including video decoder) shall be < 1 s.

	
	[R4.5-M16]
	(D) The viewing device shall support decoding of >= 2 video streams.

	
	[R4.5-G17]
	(D) Device and infrastructure shall support authentication and subscription management (pay-per-view etc.).

	
	[R4.5-M18]
	(D) Overlays/inserts on the device shall be implemented with HTML5 or other interoperable standard.

	
	[R4.5-G19]
	(T) Multiple teams shall be supported while maintaining strict isolation.

	
	[R4.5-C20]
	(CDT) General functionality/reliability for the team communication shall be prioritized over contribution. General functionality/reliability for the contribution communication shall be prioritized over distribution.

	
	[R4.5-C21]
	(CT) Video/audio and control transfers shall have QoS.

	
	[R4.5-C22]
	(C) Reliability and video bandwidth shall adhere to typical broadcast standards.

	
	[R4.5-J23]
	(CDT) All involved communication layers shall support IPv6, IPv4 is optional.

	
	[R4.5-M24]
	(CT) Transparent IP/G5-gateways for typical control interfaces (RS232/485, CAN, etc.) shall be supported. They shall have mirror ports to convey data to other processing/visualization equipment.


The following spider graph shows the requirements for a car race, the most demanding scenario.
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Figure 10: Topology of UC-3.4.
Topology

A typical topology for a motor sport event is shown in the following figure. In our case the 5G infrastructures for contribution/team and distribution are two separate domains, whereas in other set-ups they may also be identical. A thermographic camera (showing motor, brakes, etc.) is used as an example for a team internal video source that can also be distributed to the viewers. 
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Figure 11: Topology for a motor sport event.
Note: Not all possible data flows are shown for the sake of clarity. In this car race example, it is likely that there are common data flows to and from some sort of “super-team”, e.g. for a race management center supervising/archiving all telemetry and team radio or broadcasting instructions.
2.4 Conclusion
Table 9 in this section summarizes the major requirements of the UCs defined and specified in the previous sections. For the majority of the UCs a wireless communication system capable of providing low latency streaming is crucial.

Besides the technical aspects, the transition from the currently deployed PMSE solutions, which are mostly proprietary ones, to a standardized wireless system, which can commonly operate in licensed spectrum, indeed offers new opportunities but also includes challenges and threats. The availability of a standardized wireless system that can operate globally, offer the needed functionality, and, hence be used as a common platform for the applications, is seen as the biggest opportunity. However, the most prominent challenges and threats are the support of the required functionalities as well as the availability of devices for the creative industry.
Table 9: Summary of all the requirements.
	
	E2E delay [ms]
	System delay [ms]
	Link data rate [Mbit/s]
	Reliability [%]
	Number of data links
	Synchronicity
	Area of operation
	Mobility [m/s]

	UC-1.1
	41
	<1
	up to 4.61
	99.992
	50
	≤ ± 250ns
	8000m2 3
	up to

14

	UC-1.2
	20
	4
	0.768
	99.99
	46
	20µs
	50 mx50 m
	-

	UC-2.1/
2.2
	507
	2 (108)
	200
	99.999
	1
	1ms
	2500m²
	2

	UC-3.1
	8
	5
	3.072
	99.992
	14
	≤ ± 250ns
	300m²
	-

	UC-3.2
	8
	5
	7.68
	99.992
	14
	≤ ± 250ns
	300m²
	-

	UC-3.3
	8
	5
	up to 13.824
	99.992
	14
	≤ ± 250ns
	300m²
	-

	UC-3.4
	55
	2
	1.536
	99.992
	101
	≤ ± 250ns
	300m²
	-

	UC-3.5
	100
	-6
	>60
	99.9
	100
	40ms
	>1000mx1000m
	100


1 Round trip time - analogue input to analogue output

2 For a packet size of 1ms while holding the following two error distribution criteria:

1. maximum continuous error duration = 30ms

2. consecutive minimum continuous error-free duration = 100ms

3 Indoor and outdoor

4 Multicast

5 2 hops

6 UC-3.5 covers mainly application data

7 The delay is specified as a round trip delay.

8 Including retransmissions
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