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------------------------- End of Change 1 ----------------------------

------------------------- Start of Change 2 ----------------------------

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].



(network) integrity: “ability to ensure that the data throughput contents are not contaminated, corrupted, lost or altered between transmission and reception” [x6]

------------------------- End of Change 2 ----------------------------

------------------------- Start of Change 3 ----------------------------
3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].



QoS
Quality of Service
------------------------- End of Change 3 ----------------------------

------------------------- Start of Change 4 ----------------------------
4.3.3
Dependable communication


Dependable communication is a subcategory of dependable systems. According to ISO, dependability (of an item) is the “
ability to perform as and when required” [x7], which is―of course―a paramount property of any automation system. On face value, any system should be dependable, but in vertical automation, the range over which the performance of a system may vary is rather narrow. There are two main automation requirements from which dependability derives its importance: safety and productivity. 
Automated systems interact, by their very nature, with their environment, including humans. These interactions are subject to safety regulation, authored by governmental bodies, but also by the organisations utilising automation solutions. Safety constrains what automation systems are allowed to do and how they are supposed to react in the case of failure. Automation systems generally adhere to the concept of functional safety, which stipulates that if a fault in the operation of the automation system occurs it will automatically enter a predefined state, which commonly is referred to as safe state. In most functionally safe distributed system the communication system (see Figure 4.3.3-1) is treated as a “black box”, i.e. in case of any deviation of the communication system from its required behaviour the communication system is assumed to malfunctioning and the automation applications enter their respective safe states. Readers interested in this topic are referred to Annex Y. 
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Figure 4.3.3.-1: Distributed automation system consisting of two automation applications and on communication system.
Productivity stands for the utility of an automation system, i.e. how efficient it can operate over a given period of time. In a distributed automation system (see Figure 4.3.3.1), this system attribute includes the performance of the communication system: how well does the communication system meet its requirements and over what period of time. 
Dependable distributed automation systems imply dependable communication systems. According to IEC 61907, (network) dependability is the “ability to perform as and when required to meet specified communication and operational requirements” [x6]. “The network concept is an extension of the systems concept, addressing a common framework for the interaction of network elements and interoperability of service functions that together achieve specific communication objectives.” [x6].
· This definition largely agrees with 3GPP’s own definition: “A performance criterion that describes the degree of certainty (or surety) with which a function is performed regardless of speed or accuracy, but within a given observational interval” [1]. So what does this definition imply? “The challenge is to provide network solutions that link network designs and service function applications to realize the relevant dependability attributes. Network dependability infers that the network performance is able to maintain information integrity and capable of delivering the network service functions to satisfy user expectations as well as the service provider’s needs.” [x6]. 
· Dependability is commonly broken down in sub performance attributes, viz. 
· 
· 
· reliability, availability, maintainability, safety, integrity (see Figure 4.3.3.1.1-1). Note that reliability in the context of dependability has a different meaning than at use in TS 22.261, i.e. the “percentage value of the amount of sent network layer packets successfully delivered to a given node within the time constraint required by the targeted service, divided by the total number of sent network layer packets” [x8]. According to IEC 61907, (network) reliability is the “ability to perform as required for a given time interval, under given conditions” [x6]. 
· Reliability, availability, and maintainability are closely related to productivity, while integrity is related to both productivity and safety. Note that dependability shares the sub performance attributes integrity and availability with security. 
· 
· 
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Figure 4.3.3.1.1-1: Contingeny of the aggregate system qualities dependability and security on the system performance clusters RAMS (reliability, availability, maintainability, and safety) and CIA (confidentiality, integrity, accessibility). Accessibility is related to authentication, authorisation, and accounting. Diagram based on [x4].
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------------------------- End of Change 4 ----------------------------

------------------------- Start of Change 5 ----------------------------

4.3.4
Communication service
4.3.4.1
Introduction

This subclause addresses the question, what vertical automation applications expect from a communication network that exposes its functionality in the form of services. In particular, we address how the dependability concepts described in subclause 4.3.4. 

First of all one needs to understand that there a commonly two service vantage points employed in 3GPP documents: the network vantage point and the end-to-end vantage point. The network vantage point reflects the relationship between all ends in the network, including intermediary nodes. The measure relevant to communication dependability is network performance [x9]. The network vantage point is of mainly of interest of service providers and network operators. This vantage point is, for instance, prevalent in subclause 6 of TS 22.261 [x8]. The end-to-end vantage point is does not pay attention to the details of the network and focuses rather on the provision of end-to-end communication services. This vantage point is, for instance, prevalent in subclause 7 of TS 22.261 [x8]. 



· 
· 
· 
· 
· 
· 
· Note that this implies two types of service, i.e. end-to-end and network services, including the associated functionality. 
· This report focuses on the end-to-end vantage point and the related concept of quality of service (more on this in the next subclause). 

So who uses the end-to-end services? They are commonly referred to as network users or network end-users. 
· “
Network end-user can be a person or an application using the network service function, as opposed to those who develop, provide or support the network operation. [...] Network dependability reflecting the end-users’ viewpoints include [the]
· end-users’ network dependability requirements;
· service provider’s offerings of network dependability (or planned/targeted network dependability);
· dependability achieved or delivered by the service provider;
· dependability perceived/experienced by the end-users.

End-users’ dependability needs are the primary source of information for establishing

dependability requirements.” [x6]. Note that IEC 61907 distinguishes between achieved dependability and experienced dependability. This difference is addressed in further detail in subclause ??. 
When communication functionalities are offered as services, dependability is contingent what is referred to as serviceability. “Serviceability reflects the delivery of network dependability of service to the end-users. Higher serviceability improves availability, provides integrity of service without excessive impairments, and reduces service costs. Serviceability can be described using the following performance criteria. 
a) Service accessibility

Service accessibility is the ability of a network service to be accessed by the user, under given conditions, for a given period of time. For connection-oriented services, it refers to the ability to establish connection. Accessibility can be measured in terms of service access delay, network access capability, and service access control capability. [...] 
b) Service retainability

Service retainability is the ability of a network service, once obtained, to continue to be provided under given conditions for a requested duration. It reflects the reliability of [the] network. [...] Retainability requires network dependability support to maintain stable operation. [...] 
c) Service integrity

Service integrity is the delivery of information and data by the network without excessive impairment. Service integrity relates to the transfer of information and data known as throughput. [...] 
d) Disengagement

Disengagement concerns the network devices and links involved in the end-to-end communication of a user as well as network resources (including bandwidth, channel or resources related to upper-layer protocols) to be released when the communication connection or session is closed. [...] Disengagement is a characteristic affecting service accessibility and service retainability in network serviceability.” [x6].
Note that disengagement is not so much a primary concern of the end user, rather this aspects ensures service accessibility and retainability by keeping the share of bound but unused communication resources low. 


Serviceability has an additional flavour, which is operability. “From the user’s perspective, operability refers to the ability of a service to be successfully and easily operated by a user.” [x6]. This flavour is especially important in dynamic communication scenarios and for machine-to-machine communication.
4.3.4.2
Network dependability and QoS
The serviceability and operability aspects of dependable communication services are addressed in the so-called quality of a service (QoS). “QoS deals with effects of network performance to determine level of quality in service provision.” [x6]. QoS is also where the automation-centric view converges with that of 3GPP, since both employ the same definition of QoS, i.e. that it is the “collective effect of service performances which determine the degree of satisfaction of a user

of a service.” [1]. 3GPP also identifies four of the serviceability aspects listed in subclause 4.3.4.1: accessibility, integrity, retainability, and operability (see the definition of QoS in [1]). IEC 61907 only introduces one further serviceability aspect, i.e. disengagement.
Commonly, what QoS implies in turns of end-to-end network performance is defined is a service-level agreement between the end user and the service provider. QoS is a generic term derived from a set of indicators; dependability is one of the indicators. “QoS assures continuity of service against failures and denial of service access and disengagement, and the transfer of user information against loss or interruption.” [x6]. The quality of the service from an end-user perspective is to be ensured at the service access point (interfaces in Figure 4.3.3-1). The end-user QoS requirements determine the required network performance, which in turn determine the required network parameters.
Figure 4.3.4.2-1 outlines, how QoS (blue) relates to the network performance (green). Some of the featured attributes are described in Table 4.3.4.2-1.
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Figure 4.3.4.2-1: Relationship between QoS (blue) and network performance (green). Diagram based on figure A.4 in [x6].  

Table 4.3.4.2-1: Description of some of the attributes in Figure 4.3.3.2-1. If not stated otherwise, all quotes are taken from [x6].

	QoS
	Network services
	User perspective
	“user satisfaction of network services in meeting users’ expectations and demands of network service functions”

	
	
	Operator perspective
	“network service operation and support provisions in meeting Service Level Agreements”

	
	End-to-end services
	Service accessibility
	“admittance or log on to a network service when requested”

	
	
	Service retainability
	“persistence of a network service to continue operation once obtained”

	
	
	Service integrity
	“creditibility of data throughput in network service operation or during transaction without impairment”

	
	Security of service
	“protection against fraud, misuse and intrusion”

	Network performance
	Network trafficability performance
	“ability to meet network traffic demand”

	
	Dependability performance
	Recoverability
	“ability to recover or restore functions”

	
	
	Availability
	“ability to perform required functions”

	
	
	Data integrity
	“ability to p[re]vent data loss or corruption”

	
	
	Reliability
	“ability to perform a function without failure under operating condition”

	
	
	Maintainability
	“ability to retain or restore a performance function as required”

	
	
	Maintenance support
	“ability of an organization to provide resources for mai[n]tenance support”



	
	Security performance
	“ability to provide security protection of the communication network”


In the middle of Figure 4.3.4.2-1, we have the serviceability aspects of a communication service, which are directly related to the network trafficability, dependability and security performance. Note that the discontinuation aspect of serviceability in this model is addressed by network capacity and operability and is thus not listed as an end-to-end-services category. Table 4.3.4.1-1 lists the relationship of the four serviceability aspects with performance aspects.
Table 4.3.4.2-2: Relationship between serviceability and performance aspects (see subclause 4.3.3).
	End-to-end services – serviceability aspects
	Performance

	
	Dependability
	Security
	Network

	Accessibility
	Availability
	Accessibility
	Network users service support

	Retainability
	Availability, recoverability, reliability
	--
	Network connectivity/transmission; network capacity and operability

	Integrity
	Data integrity, maintenance, maintenance support
	Network integrity
	--

	Disengagement
	--
	--
	Network capacity and operability


Applying QoS includes “establishing measurable and observable parameters relevant to QoS” and “identifying the process and methodology for QoS assessment” [x6]. In general one can distinguish four procedural viewpoints concerning to QoS:
· “Customer's QoS requirements;

· Service provider's offerings of QoS (or planned/targeted QoS);

· QoS achieved or delivered;

· Customer [...] ratings of QoS.” [x10]
These viewpoints are addressed in more detail in subclause 4.3.4.4.
Note that not only operator but also end-user service calls monitor the overall performance of the network (left hand of Figure 4.3.4.2-1). This is to be seen under the topic of provision of QoS. An QoS agreement should include:

· “business interface information: composed of interaction points located between the user and the service provider for specific quality of service agreement functions, performance reporting, and reaction patterns to indicate the agreed level of quality of service provided;
· technical interface information: composed of interaction points exchange service specific information to permit measurements of quality of service achieved;
· traffic patterns description and measurement schemes” [x6].
This aspect of service level agreements and assurance is addressed in greater detail in subclause 4.3.4.3.
4.3.4.3
Interaction at the communication service access point
4.3.4.3.1
Overview
“The communication process consists of key service functions:
· the access function permits the user to gain access to the network resources to start the communication process;
· the user information transfer function provides the end-to-end exchange of information;
· the disengagement function covers the ending of a communication process.” [x6].

In the subclauses below, we address discuss the details of these key service functions within the context of the four serviceability aspects (see Figure 4.3.3-1): access, retention, integrity, and disengagement.
4.3.4.3.2
QoS specification
Drafting notes

-  How do we describe QoS so that it fits both automation and 3GPP?

- What are relevant measures?
4.3.4.4.2.1
QoS criteria and service functions

Drafting notes

· Show how service quality criteria map onto service functions

· Based on G.1000

· Recycle example in IEC 61907 (section 7.2)
· Customer's QoS requirements;
4.3.4.4.2.2
Characteristic parameters of dependable communication services

Characteristic parameters allow a quantitative assessment of wireless communication systems. A set of required values are part of application communication requirements. A set of promised values are part of the capability description of the wireless communication system. The characteristic parameters refer to the interfaces between the wireless communication devices and the assumed logical automation device, called reference interface. Relevant characteristic parameters are defined in [x0] and in [x1]. A summary of these parameters is provided in Table 4.3.4.4.2.2-1. 

Table 4.3.4.4.2.2-1:
A selection of relevant characteristic parameters.
	Parameter name
	Content

	Transmission time 
	"The transmission time is the interval from a start event at the relevant reference interface of a producer until a stop event of the same transmission at the reference interface of a consumer [...]. Depending on the type of reference interface, the start event can be the transfer of the first bit of user data, the first byte or a trigger event at a process interface. Respectively, the stop event can be the last bit of user data, the last byte or a trigger event of a process interface." [x2]

	Update time 
	"The update time is the interval from a start event at the reference interface of a consumer until a following stop event at the same reference interface. Depending on the type of reference interface the start event can be the transfer of the last bit of user data, the last byte or a trigger event at the process interface of a consumer. The stop event can be the last bit of user data, the last byte or a trigger event of a process interface that can be referred to the following successful transmission of the same producer." [x2]

	Response time 
	The response time is the time interval from starting the delivery of the first atomic user data unit of a telegram at a source endpoint of a logical link until the delivery of the last atomic user data unit of a telegram at the destination endpoint of the related logical response link. Both endpoints shall be part of the same reference interface.

	Data throughput 
	The data throughput is the number of atomic user data units per time unit, transferred at a destination endpoint of a logical link.

	Availability
	"Availability A is a measure of the ability to fulfil a required functionality during a specified time interval. Applied to the function of a wireless communication system, availability is the ratio of the time interval of error free transmission (uptime, tU) to an observation time tO. Assuming constant user data length, the availability can also be calculated by the ratio of the number of transmitted user packets NTX to the number of error free received user packets NRX." [x2]

	Packet loss
	Packet loss is the ratio of transmitted data packets of a given size (e.g. defined by the transport protocol) to the received data packets. This takes into account that a transmission system is able to correct an arbitrary amount of bit errors.


Relevant statistical measures for the characteristic parameters are listed in Table 4.3.2.Y-2. The assignment of statistical values to characteristic parameters is result of experiences gathered in hundreds of investigations of wireless communication solutions. 

Table 4.3.4.4.2.2-2: A selection of relevant statistical measures of characteristic parameters. The definition of the statistical terms is provided in [x3].

	Parameter name
	Statistical measures

	Transmission time 
	Minimum, mode, percentile P95

	Update time 
	Mean, standard deviation

	Response time 
	Minimum, mode, percentile P95


4.3.4.4.3
Communication service access

· Drafting notes

· Access function

· ITU-T G.1000, section 5.5: QoS viewpoints pertinent to negotiation and delivery
· Service provider's offerings of QoS (or planned/targeted QoS)
· Authentication and authorisation: how is this going to look like for private networks?
· How is multi-tenancy handled?
· Addition of tenant group during run-time of network?
· What besides QoS do we need to exchange via the interface?
· From an automation perspective?

· From a 5G perspective?
· Example topic: communication patterns
· What about cyclic communication? Is it advantageous for the 5G system to know the timing of adjacent messages? 
· What about event-triggered communication patterns?
· Feedback from service provider

· How does the feedback look like? If nothing decided yet for 5G take 4G as an example.

· What we would like is to have a feedback mechanism:
· Automation application makes a request, specifying its QoS needs

· Communication service makes offer (spells out offered QoS etc.)

· Automation application 

· Accepts

· Makes new, revised request

· Declines
· QoS negotiation across provider networks
· E.g., one UE subscribes to different provider than the other
· Often the case in electricity distribution networks
· Access priorities

· Differentiate between applications

· Important for recovery

· Example:

· Communication network in factory goes down and comes up again

· Many UEs that want to reconnect

· Some of them more vital than others (keyword: how to bootstrap a production process)
· Example hierarchy: hazard sensors, then production cells, then automated guided vehicles, then MES
· 3GPP is not in the business of defining QoS profiles ( what organisation would be a candidate?
· What is planned in 5G in terms of multicast? Still only 8 broadcast domains per eNB (( LTE)?
4.3.4.4.4
Communication service retention
Drafting notes

· user information transfer function 
· QoS achieved or delivered;

· How is the service requester informed about the achieved Qos?

· This is where the topic assurance enters ( end-user QoS monitoring

· What parameters do we want to monitor?
· Comparison with experienced QoS

· Can be used for fault location (see communication service integrity)
· Forecasting of QoS (time/space)
· Customer rating of QoS
· Recovery

· New service access needed? What are typical network access delays?
· Isolation: in order for the verticals to trust QoS offers, the topic of isolation needs to be understood

· Inter-network: how is QoS guaranteed in one (private) network if applications in another network consume more resources than what they requested

· Examples:

· more connection requests than negotiated
· more capacity consumed than negotiated?

· Intra-network: same question as above but for different service consumers

· Example use cases: S1-172193
· A topic for the LAN study: retention for EEE
4.3.4.4.5
Communication service integrity
Drafting notes
· QoS monitoring helps with fault location
· Typical situations: connection to automation application broken

· What’s the cause?

· Automation application down?

· Respective communication service interface cannot be reached? 
4.3.4.4.6
Service disengagement

Drafting notes
· Would it help 5G system if we could predict how long we are going to use the communication service?

· Keyword: network resource planning and management



	
	

	
	

	
	

	
	

	
	

	
	

	
	




	
	

	
	

	
	

	
	


------------------------- End of Change 5 ----------------------------

------------------------- Start of Change 6 ----------------------------

Annex X
 
X.1
Service description
[image: image7.png]



Figure X.1-1: Diagram based on figure 16 in [x5].
------------------------- End of Change 6 ----------------------------

------------------------- Start of Change 7 ----------------------------
Annex Y
Functional safety

------------------------- End of Change 7 ----------------------------

------------------------- END OF PROPOSED CHANGES ----------------------------
------------------------- START OF DIGEST ----------------------------
------------------------- END OF DIGEST ----------------------------
�Publication expected mid 2017
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