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Abstract: Discuss a new deployment scenario for 5G NR. Discuss whether SA1 should study this option. 

[bookmark: _Toc466915149][bookmark: _Toc467058256]1	Introduction
SA1 has developed use cases and requirements for 5G that greatly expand the scope and reach of 3GPP-defined technologies.  Anticipated growth of IoT applications will allow 3GPP systems and devices to serve new markets and new opportunities.  It is important that 3GPP provide the right tools and deployment options to serve these new markets.  For example, in industrial automation a full 3GPP end to end architecture may not be required.  It could be enough to design a method to plug the 5G RAT into a factory LAN.  Others have proposed simplifications to allow for 5G NR + LAN for residential uses.  We focus here on industrial applications.

2	Use Case for LAN over NR 
SA1’s SMARTER study identified use cases for smart buildings/cities and industrial and process automation, mainly centered in the Massive MTC and Critical Communications dimensions.


Figure 1: FS_SMARTER service dimension 

For these types of applications, end user control, access to local servers, and lowest possible latency are needed.   Integration of the 5G NR with existing production systems leads to consideration of new service requirements and deployment architectures.  An EPC or NextGen core system is not well suited to a deployment that requires integration with a LAN.
The following figure highlights a few uses cases that may benefit from integrating 3GPP 5G NR with LAN access.
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Figure 2: NR + LAN Use Cases 
For the sake of discussion, TR 22.891 uses cases for factory/process automation are copied below: 
[bookmark: _Toc446076300]
5.45	Industrial Factory Automation
[bookmark: _Toc446076301]5.45.1	Description
Factory automation requires communications for closed-loop control applications. Examples for such applications are robot manufacturing, round-table production, machine tools, packaging and printing machines. In these applications, a controller interacts with large number of sensors and actuators (up to 300), typically confined to a rather small manufacturing unit (e.g. 10m x 10m x 3m). The resulting S/A density is often very high (up to 1/m3). Many of such manufacturing units may have to be supported within close proximity within a factory (e.g. up to 100 in assembly line production, car industry).
In the closed-loop control application, the controller periodically submits instructions to a set of S/A devices, which return a response within a cycle time. The messages, referred to as telegrams, typically have small size (<50Bytes). The cycle time ranges between 2 and 20ms setting stringent latency constraints on to telegram forwarding (<1ms to10ms). Additional constraints on isochronous telegram delivery add tight constraints on jitter (10-100us). Transport is also subject to stringent reliability requirements measured by the fraction of events where the cycle time could not be met (<10-9). In addition, S/A power consumption is often critical. 
Traditionally closed-loop control applications rely on wired connections using proprietary or standardized field bus technologies. Often, sliding contacts or inductive mechanisms are used to interconnect to moving S/A devices (robot arms, printer heads, etc.). Further, the high spatial density of sensors poses challenges to wiring. 
WSAN-FA, which has been derived from ABB’s proprietary WISA technology and builds on top of 802.15.1 (Bluetooth), is a wireless air interface specification that is targeted at this use case. WSAN-FA claims to reliably meet latency targets below 10-15ms with a residual error rate of <10-9. WSAN-FA uses the unlicensed ISM 2.4 band and is therefore vulnerable to in-band interference from other unlicensed technologies (WiFi, ZigBee, etc.).
To meet the stringent requirements of closed-loop factory automation, the following considerations may have to be taken:
-	Limitation to short range communications between controller and sensors/actuators.
-	Allocation of licensed spectrum for closed-loop control operations. Licensed spectrum may further be used as a complement to unlicensed spectrum, e.g. to enhance reliability.
-	Reservation of dedicated air-interface resources for each link.
-	Combining of multiple diversity techniques to approach the high reliability target within stringent latency constraints such as frequency-, antenna-, and various forms of spatial diversity, e.g. via relaying, etc.
-	Utilizing OTA time synchronization to satisfy jitter constraints for isochronous operation.
-	Network access security used in an industrial factory deployment is provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.
Pre-conditions
Void.
Service Flows
A typical industrial closed-loop control application is based on individual control events. Each closed-loop control event consists of a downlink transaction followed by a synchronous uplink transaction both of which are executed within a cycle time, Tcycle. Control events within a manufacturing unit may have to occur isochronously.
1.	Controller requests from sensor to take a measurement (or from actuator to conduct actuation).
2.	Sensor sends measurement information (or acknowledges actuation) to controller.


Figure 5.45-1: Communication path for isochronous control cycles within factory units
Figure 5.45-1 depicts how communication will occur in factory automation. In this use case, communication is confined to local controller-to-S/A interaction within each manufacturing unit. Repeaters may provide spatial diversity to enhance reliability.
Post-conditions
Void.
[bookmark: _Toc446076302]5.45.2	Potential Service Requirements
The 3GPP system shall support cycle times of [1ms to 2ms.] Within the cycle time, both uplink and downlink transactions must be executed. Additional margin is needed for the sensor/actuator to process the request.
Transaction jitter should be [below 10usecs.]
Reliability, measured as the fractions of transactions that cannot meet the latency or jitter constraints, should remain [below 10-9.]
Each transaction should support a payload of 50 to 100 Bytes
For factory automation, required range is up to [10-20m.]
All transactions should be sufficiently integrity- and confidentiality- protected.
NOTE: 	The above requirements are for end to end performance, defined as communications sent by source and communication received by target.
[bookmark: _Toc446076303]5.45.3	Potential Operational Requirements
The 3GPP system shall support industrial factory deployment where network access security is provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.
The 3GPP system shall support an authentication process that can handle alternative authentication methods with different types of credentials to allow for different deployment scenarios such as industrial factory automation.
[bookmark: _Toc446076304]5.46	Industrial Process Automation
[bookmark: _Toc446076305]5.46.1	Description
Process automation requires communications for supervisory- and open-loop control applications, process monitoring and tracking operations on field level inside an industrial plant. In these applications, a large number of sensors (~10k) are distributed over the plant forward measurement data to process controllers on a periodic and/or event-driven base. Traditionally, wireline field bus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of the plant (~10km2), the large number of sensors and the high deployment complexity of wired infrastructure, wireless solution have made inroads into industrial process automation. Presently, high growth rates are expected in the migration from wireline to wireless solutions for industrial process manufacturing.
The use case requires support of a large number of sensor devices (10k) per plant as well as highly reliable transport (packet loss rate <10-5). Further, power consumption is critical since most sensor devices are battery-powered with a targeted battery lifetimes of several years while providing measurement updates every few seconds. Also, range becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. Latency requirements typically range between 100ms and 1s. Data rates can be rather low since each transaction typically comprises less than 100B.
The existing wireless technologies (e.g. WirelessHART and ISA100.11a) rely on unlicensed technologies (802.15.4) operating in the ISM 2.4 band. Transport is therefore vulnerable to interference caused by other technologies (e.g. WiFi, Bluetooth). This sensitivity can be more significant given the low transmit power level of the sensors. With the stringent requirements on transport reliability, such interference is detrimental to proper operation.
The use of licensed spectrum could overcome the vulnerability to same-band interference and therefore enable higher reliability. Utilization of licensed spectrum can be confined to those events where high interference bursts in unlicensed bands jeopardizes reliability and latency constraints. This allows sharing the licensed spectrum between process automation and conventional mobile services.
Further, multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy. Time synchronization will be highly beneficial since it enables more power-efficient sensor operation and mesh forwarding.
Pre-conditions
Void.
Service Flows	
A typical process control application supports downstream and upstream flows between process controllers and S/As which consist of individual transactions. The process controller resides in the plant network. This network interconnects via base stations to the wireless (mesh-) network which hosts the S/A devices. Typically, each transaction uses less than 100B. A controller-initiated transaction creates the following service flow:
1.	The process controller requests from sensor to take a measurement (or from actuator to conduct actuation). The request is forwarded via the plant network and the wireless mesh to the S/A.
2.	The S/A processes the request and sends a replay in upstream direction to the controller. This reply may contain an acknowledgement or a measurement reading.
An S/A-device initiated transaction creates the following service flow:
1.	The sensor sends measurement reading to the process controller. The request is forwarded via the wireless mesh and the plant network.
2.	The process controller may send an acknowledgement in opposite direction.
For both controller- and S/A-initiated service flows, upstream and downstream transactions usually occur asynchronously. 



Figure 5.46-1: Communication path for service flows between process controllers and S/A devices
Figure 5.46-1 depicts how communication will occur in process automation. In this use case, communication runs between process controller and S/A device via the plant network and the wireless mesh network. The wireless mesh may also support access for handheld devices for supervisory control or process monitoring purposes.
Post-conditions
Void.
[bookmark: _Toc446076306]5.46.2	Potential Service Requirements
The 3GPP system shall support [10k sensor nodes within an area of 10sqkm.]
Reliability for the transport of transactions, measured as the fractions of packet losses, should remain [below 10-5.]
The 3GPP system shall support a [transaction latency of 50-100ms], defined as the overall cycle time between a sensor reading and action from process controller.
The 3GPP system shall allow a battery powered sensor lifetime of multiple years while enabling a transaction rate of one every few seconds
Transactions should be sufficiently integrity- and confidentiality- protected.

3	Discussion 
In both examples above, the factory or plant network is not a traditional 3GPP system.  Industrial systems use legacy, established, private LANs.  Adding 5G devices with NR radios could require new methods to ease the integration to these private LAN systems.  Similar issues  should be considered for integration of NR with residential LANs.
Note that SA1 and SA2 have previously developed IOPS (Isolated E-UTRAN Operation for Public Safety.)  Enhancements to IOPS for Rel 15 are currently being developed in TR 23.798.  See description of IOPS from 23.401 below:
Isolated E-UTRAN Operation for Public Safety (IOPS) provides the ability to maintain a level of communications for public safety users, via an IOPS-capable eNB (or set of connected IOPS-capable eNBs), following the loss of backhaul communications.
The Isolated E-UTRAN mode of operation is also applicable to the formation of a Nomadic EPS deployment, i.e. a deployment of one or more standalone IOPS-capable eNBs, creating a serving radio access network without backhaul communications and also providing local IP connectivity and services to public safety users in the absence of normal EPS infrastructure availability.
There is overlap between IOPS and LAN over NR, in particular the ability to provide isolated operation without connectivity to an MNO EPC.  We envision deployments for 5G where an industrial company deploys their own private network and the 5G equivalent of a simple “Local EPC” in IOPS terminology. Removing the requirement to directly interwork with a PLMN can simplify these types of deployments.  Further study of this topic should consider what has already been done for IOPS.
Also note that a PDU session type for Ethernet has been defined in TS 23.501: PDU Session: Association between the UE and a Data Network that provides a PDU connectivity service. The type of the association can be IP, Ethernet or unstructured.
The combination of 5G IOPS features plus the ethernet PDU session type may satisfy some use cases for NR + LAN integration, however tighter LAN integration may be useful to simplify the network and meet the KPIs noted in the uses cases above.

4	Conclusion
SA1 should consider a study item for integration of NR with LAN systems, for industrial and potentially residential applications.  Such a study may also consider E-UTRA for these applications.
3GPP
Microsoft_Word_Document1.docx
[image: ]

image1.emf

Game / Sports


Industry Robot


/ Drone


Massive MTC


Vehicle / 


autonomous 


driving





image2.jpeg
Enhanced Mobile Broadband

Gigabytes in a second —I_.

3D video, UHD screens

Work and play in the cloud
; Augmentad reality

Industry Automation

Smart Home/Building

Mission critical application

Voice —.

Future IMT

Smart City Self Driving Car

Massive Machine Type Ultra-reliable and Low Latency
Communications Communications




image3.emf
 


Microsoft_Word_Document2.docx
[image: ]

image1.png

<
_ 5 s
m Q g 2
' - B 5 s
i S < . 2 g
H Ly Oun 2., 2 <
1 Q3 r.m ekR <
“ 22 535 BE 5
S BE 5
s s 2
' =3 :
! H:H./Dn 5
i
'
i \S
o s
@
o=
— I
'
! c
= 5 .
Q d <
th ! ,Au_ <
O 1
ERS “ .
g )
® 5 m 28 .
Na i [« Y] <
_E S £S <
m...u Cm
T c mDn
1D 2=
e
k L]
=2z S o
S5 gs)
o 1s=/)
53 88/ - -
23 & = “ . .
2 H 3> P‘.k M
“ S <
'
i ey =
' =9
' S=
i S &
\ K3
>
mm ! 5 :
2 —_—
2 g m (SRR
T 5 ; 5
g©° m € <
w ; S A <
| S%
i Y ~ -
_ hq Q ~
' S5 5 <
i S e
b 3 5
'
o
g = 8
o = 5
k3] S
&L








image4.emf
 


Microsoft_Word_Document3.docx
[image: ]

image1.png

Plant

Industrial
( control

Supervisory (Network ’ ( Network ’
Security

management

Process Process
Controller A Controller

Autonomous
Measurement Measurement
report G#tev&qy\ response

BS

links

Router () Wireless RT{TY
links
RT
S|
2 (9







image1.emf
 

Game / Sports

Industry Robot

/ Drone

Massive MTC

Vehicle / 

autonomous 

driving


