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Abstract: This discussion paper presents the vision of a jointly EU-Brazil funded research project called FUTEBOL (Federated Union of Telecommunications Research Facilities for an EU-Brazil Open Laboratory). This vision focuses on detailing which are the most important use cases from the perspective of an integrated optical-wireless network of the next generation, and derives from the work of a total of 12 partners inlcuding equipment manufacturers, technology providers, research institutes and academics. This discussion paper is presented by Intel on behalf of the FUTEBOL consortium.
More info on the projects can be found at “www.ict-futebol.org.br”.
1. Introduction to the FUTEBOL research project
The FUTEBOL (Federated Union of Telecommunications Research Facilities for an EU-Brazil Open Laboratory) consortium is composed of the following partners:

European side:

· Universities: Trinity college Dublin (IE, Europen project coordinator), University of Bristol (UK);

· Research centers: Instituto de Telecomunicações (PT), Teknologian Tutkimuskeskus VTT (FI);

· Large companies: Intel (DE).

Brazilian side:

· Universities: Universidade Federal do Rio Grande do Sul (UFRGS), Universidade Federal do Espírito Santo (UFES), Universidade Estadual de Campinas (UNICAMP), Universidade Federal de Minas Gerais (UFMG), Universidade Federal do Ceará (UFC);

· Companies: Digitel, Intel Brazil. 
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Figure 1: FUTEBOL consortium partners

The project aims at establishing a federation of research infrastructure in Europe and Brazil, developing a supporting control framework, and conducting experimentation-based research in order to advance the state of telecommunications through the investigation of converged optical/wireless networks, which will lead to enhancements to commercial products and services, telecommunications business models, and education, thus creating positive impacts on the society as a whole.
FUTEBOL’s focus is on converged wireless-optical experimentation, in particular:
· On the wireless side, new spectrum access modalities such as Licensed Shared Access (LSA) will soon open more spectrum for mobile broadband. The proliferation of small cells increases frequency reuse and is responsible for a major proportion of the gains in mobile network capacity.

· On the optical network side, network function virtualization and the concept of software-defined networks (SDN) are revolutionizing the way that network resources are managed. We view virtualization on the optical side and densification and capacity increase on the wireless access as major game changers in future networks that will deliver the best benefits when co-designed and experimented together.

FUTEBOL therefore creates the infrastructure that enables academic and industrial researchers in Europe and Brazil to experiment at the convergence points between wireless and optical networks.

Figure 2 illustrates the layered nature of FUTEBOL: the end-user-driven advancement of telecommunications relies on the development of the FUTEBOL converged control framework, which, in turn, requires the composition of federated research infrastructure. Through this approach, FUTEBOL provides a research infrastructure tailored to the needs of experimenters throughout Brazil and Europe, interested in issues that cross the boundary between wireless and optical networks.
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Figure 2: FUTEBOL layered approach

2. FUTEBOL use cases and experiments
Research within the scope of FUTEBOL is organized according to the following items:

· Use cases, which capture the driving motivation for wireless/optical integration;

· Experiments, which translate use case into concrete results utilizing the FUTEBOL research infrastructure.

Three main use cases according to FUTEBOL’s vision will drive a tighter wireless-optical integration and will support substantial changes in the wireless service requirements:

These three use cases will be explored in FUTEBOL through five experiments that will be demonstrated, using the FUTEBOL research infrastructure, throughout the lifetime of the project. For each experiment it is described which research questions are addressed to foster the wireless-optical integration and what are the main requirements that will have to be fulfilled by the experiments.
Use case 1: The impact of broadband wireless on optical backhauling 
· Experiment
1 – LSA for extended LTE capacity with shared optical backhauling and E2E QoE.

Use case 2: The design of SDN infrastructure for wireless-optical integration

· Experiment
2.1 – Heterogeneous wireless-optical network management with SDN and virtualization.

· Experiment
2.2 – Real-time remote control of robots over a wireless-optical SDN-enabled infrastructure.

Use case 3: The interplay between wireless and optical networks for IoT
· Experiment
3.1 – Adaptive cloud/fog computing for IoT, according to network capacity and service latency requirements.

· Experiment
3.2 – Radio-over-fiber (RoF) for IoT environment monitoring.

2.1 Use case 1: The impact of broadband wireless on optical backhauling

An important use case for FUTEBOL research infrastructure relates to the impact that new techniques in support of broadband wireless have on the optical backhaul. Among such techniques, we focus on the shared use of spectrum, exemplified by LSA, in dense small cell deployments.

2.1.1 Experiment 1: LSA for extended LTE capacity with shared optical backhauling and E2E QoE

The first proposed experiment (E1) described below provides some first steps towards understanding the issues described above. E1 focuses on the impact of LSA on end-to-end QoE for video services. LSA is currently seen as a promising mechanism for expanding the capacity of wireless networks without incurring infrastructure costs, and is therefore of high relevance to operators. However, its impact on the quality delivered to the end users remains to be studied, both in terms of possible quality gains when using the shared spectrum, potential quality losses when evacuating the shared spectrum, and also potential impact on the backhaul requirements (e.g, in the dense small cell deployment scenario outlined). 
The main objective of E1 is to use the FUTEBOL federated testbeds to test the protocols and interfaces defined within the standardization process of LSA in ETSI, and quantify its performance in terms of E2E QoE, considering the wireless and the optical domains of the network infrastructure.
Research questions addressed by E1:

Q1: What is the impact of spectrum sharing using LSA on the QoE of LTE users, considering E2E connectivity (wireless + optical networks)? 

The performance impact of using LSA will be assessed in terms of how it affects the QoE for users of the shared spectrum. It is expected that the use of LSA should allow for either a larger number of concurrent users in a given zone, all achieving good quality levels, and / or improved quality levels for a given number of users, as the total available bandwidth becomes larger. Additionally, we will test the use of predictive QoE models to assist in managing the shared spectrum (e.g., which users to move to the incumbent’s portion of the spectrum, how to best handle evacuations). We will also measure the impact of the evacuation time on the LTE subscriber experience.

Q2: What requirements do next-generation wireless services bring to the optical access, in terms of capacity, tolerable latency, and reliability?

There are a number of ways in which the optical backhaul could react to the variations in available bandwidth that a dense small-cell deployment may create, in particular with the wireless capacity increase stemming from the use of LSA. The scenario considered has the cellular backhaul sharing the same Passive Optical Network (PON) infrastructure as residential broadband, and thus it becomes important to understand the implications of the added wireless capacity in terms of how it affects the broadband users, and in turn, how it may be constrained by them. E1 will explore different SDN-based queueing policies to cope with the increased traffic and potential contention in adequate (e.g., QoE-aware) ways.

Q3: What are the candidate bands for LSA in Brazil? What are the incumbents and the protection requirements?

As it was previously mentioned, currently in Brazil there are no ongoing regulatory activities related to LSA. Recently, the Brazilian regulator ANATEL issued a public consultation about the clearance of the 2.3 – 2.4 GHz band by the incumbents (TV repeaters, and Programme Making and Special Events Event (PMSE)) to be possibly used by mobile operators. Other bands identified by the International Communication Union (ITU) for IMT services, standardised for LTE by 3GPP, and not actually used in Brazil for IMT services are 3.4 – 3.6 GHz and 3.6 – 3.8 GHz. However, further contacts with ANATEL are envisioned to access the real spectrum opportunities for LSA paradigm in such bands. This will be facilitated by the fact that an ANATEL representative is on the FUTEBOL project advisory board.

This experiment will help us understand the rules and conditions for LSA and incumbent protection in the European and Brazilian regulatory scenarios. Of key interest is to maximize the availability of the LSA spectrum while guaranteeing the incumbent’s rights and a positive experience by LTE subscribers.
Requirements and FUTEBOL’s testbeds involved in E1

E1 will make use of the 4G/LTE LSA trial environment being developed by VTT in Finland to demonstrate the viability of LSA as a way to increase capacity with limited investment in spectrum bands of common interest for Brazil and Europe. The testbed consists of a cellular network (in this case VTT’s 5G Test Network, or 5GTN), augmented with LSA-specific components, notably an LSA controller, an LSA repository, and an Incumbent Controller, as well as suitable terminals. These elements allow the incumbent to define policies for the LSA usage, and for mobile operators to make use of the LSA bands when they are free. The LSA testbed comprises VTT’s 5GTN, plus the aforementioned LSA-specific components, as shown in Figure 3. There are different options for the RAN equipment and EPC (Evolved Packed Core) to be used. At this stage, it would seem that using the Amari LTE100 device and OpenEPC would be the most suitable option, but this can be modified as needed.

As incumbent users the trial will consider several PMSE (Programme Making and Special Events) scenarios operating in the 2.3 – 2.4 GHz band: 

· Cordless camera link;
· Mobile video link;
· Portable video link.
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Figure 3: LSA Testbed for E1

Moreover, this experiment will make use of the VO-CoLisEU tool developed by the Brazilian FUTEBOL’s partner UFRGS. The VO-CoLisEU is a tool that provides a multimedia service with Dynamic Adaptive Streaming over HTTP (DASH) support and allows to carry out (possibly crowdsourced) subjective QoE assessment during the video streaming on mobile devices with real users. For this, VO-CoLisEU is composed of two modules: (i) the mobile agent and (ii) the server. 
The agent is responsible for video display and subsequent QoE assessment by a real user. The QoE assessment can be done using different rating scales, such as Absolute Category Rating (ACR), Degradation Category Rating (DCR), and binary questions. The VO-CoLisEU agent also collects the playback start time, the quality of video file, the bit rate switching events, the user's engagement, and the number and duration of interruptions during the video display.

The VO-CoLisEU server works as a broker between the mobile agent and the database, with the main objective to process the data collected by the agents and provide the multimedia service with DASH support. Moreover, for the experimental environment setup, regarding video streaming, the server allows configuring a script containing the videos specifications and the QoE methodology. Afterward, the script is sent to an agent, which will perform the experiment with users, collect the analysis data and send the data to be stored at the server. 

VO-CoLisEU will be integrated into this experiment to quantify the LSA performance concerning end-to-end QoE, deeming the gains when using LSA bands, and possible performance degradation when evacuating the shared band at the incumbent’s request. Further, the results and measurements collected by VO-CoLisEU are intended to be used by predictive QoE models to improve the spectrum sharing management and reduce the impact of LSA evacuations on the user experience.
2.2 Use case 2: The design of SDN infrastructure for wireless-optical integration 

In SDN the control plane is separated from the data plane. This means that the software that controls the network routing (e.g., by filling in the appropriate swithing tables) and the hardware physically switching data packets are separated entities connected by a low-level protocol (typically OpenFlow). Devices in the dataplane can alert the controller of the occorrunce of specific envents, to which the controller programatically will react to and re-configure the elements in the dataplane – thus, making the network flexible and adaptable. 

This use case will focus on research on this common control plane and will use SDN concepts to control both the wireless and the optical networks. We will investigate the orchestration between wireless and wired controllers, so that the wireless devices can be configured dynamicaly based on events from the wired network and vice versa.

2.2.1 Experiment 2.1 – Heterogeneous wireless-optical network management with SDN and virtualization

In the cloud radio access network (C-RAN) concept, there is a functional split between the radio interface, operated at the Remote Radio Heads (RRH) and the baseband processing operated remotely in a data centre. The concept simplifies the RRH, by moving most of the processing blocks in the remote BaseBand Unit (BBU). Typically a fibre-based wireline network is used to interconnect RRH and BBU. This experiment will focus on control mechanisms of C-RAN networks being used to provide broadband to mobile users. This will include control mechanisms for dynamically switching between backhaul and fronthaul, and the cloning of application servers closer to the customers. One of the objectives of the experiment is to maximize the efficiency of the network under this scenario, using a common control plane for both the wireless and optical networks.

The main objective of this experiment is to set up a flexible E2E wireless-optical network on demand. To set up this E2E network, three parts must be considered: the wireless access, the optical access, and the metro/core. For the wireless part, setting up virtual machines to perform the mid-haul and fronthaul processing using SDR is required. The optical access is implemented using a Passive Optical Network, which includes setting up logical connections and configuring their appropriate capacity. For the metro/core, slicing capabilities at the network using OpenFlow and wavelength paths are required.

For the wireless part, besides setting up virtual machines to do the baseband processing, it is important to define where each part of the baseband processing is done. Split-PHY techniques [21] split the baseband processing at different split points, doing more or less processing in the RRH or in the BBU. This is illustrated in Figure 4, where several steps of the LTE signal processing chain are mapped into different processing elements, which in term are linked to different layers of the protocol stack
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Figure 4: Different Split Options for LTE
Doing more processing at the RRH reduces the throughput and decreases latency requirements for front-hauling. However, it also increases the processing capabilities requirements of the RRH. Also, not sending all the baseband information decreases the amount of possible cooperation between radio base stations.
One of the targets of the experiment is to evaluate the possibility to change the split dynamically, decreasing the required throughput when the optical access is overloaded and increasing the base station cooperation when it is not.
As aforementioned, the experiment will also consider the migration of application servers closer to customer demand. This will reduce the latency between the customers and their applications and reduce the throughput necessary to serve the customers in the core of the network.
We will use NFV and OpenFlow to seamlessly migrate services on the network, attempting to reduce the effects of such a migration to the end users. This involves creating/destroying virtual machines (VM) on parts of the network, as well as the diversion of traffic to the appropriate place due to the service migration. Ideally, the user should see no disruption on the service during the migration process.

The objectives of this experiment are then to:
· Propose new methods to test the feasibility of dynamic split switching between fronthaul and backhaul, and demonstrate their feasibility experimentally.
· Define and deploy a common control plane between heterogeneous networks, namely wireless SDR elements and fixed SDN elements.
· Propose new methods to migrate application servers closer to the end-users based on demand, and demonstrate its feasibility experimentally.
Research questions to be addressed by E2.1

Q1: Can we change the functional split dynamically, between fronthaul and backhaul, to trade-off wireless efficiency for fiber efficiency
?

When dynamically switching from fronthaul to backhaul, what kind of throughput savings can be achieved in the optical domain? When switching from backhaul to fronthaul, what kind of benefits can be achieved in the wireless domain due to inter-base station cooperation
? Are these improvements worth the extra complexity of having a control mechanism to switch between fronthaul and backhaul? How will the wireless transmissions be affected by the transition? 

Q2: Can we define a common control plane to control a flexible network with optical and wireless elements?

What technical challenges arise from managing such heterogeneous systems using a common control plane? Do the benefits of a common control plane outweigh the additional complexity
?

Q3: Can we migrate the application servers closer to the user based on customer’s load? 

What improvement in quality connection can we get from doing so? Also, what throughput savings in the core can be achieved? Are these benefits worth the more complex management and higher computational load of cloning servers?
Requirements and FUTEBOL’s testbeds involved in E2.1

In the wireless segment, the wireless controller is responsible for the configuration and programming of wireless devices including the configuration of the mid-haul and fronthaul processing. This will involve the configuration of SDR parameters, such as frequency, bandwidth, etc., and also the determination of where each part of the baseband processing is done, i.e. at the RRH or in the BBU.

In the optical access segment, the controller can be used to set up logical connections between the Optical Line Terminal and the Optical Network Units and define the capacities of these connections.

In the optical metro/core segment, the SDN controller has the capability to establish the required lightpaths over the optical network to provide the required connectivity in this segment. This controller is in charge of sending the configuration commands, which are the optical cross connection configurations applied using OpenFlow circuit flow (cflow) modification messages. Each optical lightpath is configured to transmit the signal on a specific wavelength and bandwidth. For instance, in a fixed grid Dense Wavelength Division Multiplexing (DWDM) optical network, the wavelength channels are spaced at 50 GHz with independent and predefined wavelengths for each channel. The optical rates vary between 10, 40 and 100 Gbps per wavelength depending on the modulation format applied at the transceivers. The SDN optical controller should configure the same transmission wavelength over all the nodes in the same lightpath in case wavelength converters are not used. 

Using standard APIs exposed by both wireless and optical controllers, the orchestrator communicates with each controller in order to send the required device configurations and to provision the required connectivity. 

In the data centers, the orchestrator will use NFV to control the creation and destruction of virtual machines to instantiate the services near the users whenever the demand changes, and the close down of services when the demand is too low. Once those VMs are up and running, the orchestrator needs to redirect the users nearby to the new VM using OpenFlow commands. Since the amount of bandwidth to that specific location will change, the data center orchestrator might have to interact with the optical core orchestrator to increase or decrease the allocated bandwidth to its circuit flows.

2.2.2 
Experiment 2.2 – Real-time remote control of robots over a wireless-optical SDN-enabled infrastructure

E2.2 will focus on the use of SDN to control wireless and optical networks for very low latency applications. This is relevant in the context of controlling equipment that require quick reaction times, such as robots. The outcome of E2.2 will also provide important knowledge useful for the deployment of services based on low latency, such as UHD interactive gaming, and for providing building blocks for future paradigms, such as the tactile internet.

The motivation of this experiment is to assess the impact of SDN technologies in applications with very strict E2E latency requirements. The application is the real-time control of assistive devices for human locomotion proposed for the next generation of rehabilitation therapies. The robotic platform contains only the necessary components for signal acquisition, data transmission, and the execution of the control commands. Sensor signals and interaction parameters acquired by the embedded electronics are wirelessly transmitted to a remote station that is connected to a cloud-computing platform, responsible for heavy data processing and the generation of control commands to be executed by the robot.
Another motivation is to exploit the fact that perception can be distributed and yet provide a consolidated view thanks to networking resources. This allows us to set-up an environment capable of providing information to robots beyond their immediate surroundings and sensing capabilities. The proper orchestration of embedded sensors and external cameras will allow robots to react to events, even when these events do not occur close to the robots. 

Innovative solutions to reduce overall latency employing SDN to achieve complex coordinated architectures with dynamically controlled bitrates will be tested on the UFES’ testbed as part of the FUTEBOL federation, toward unleashing the so-called “tactile internet” and “intelligent space” future applications.
We aim at exploiting a key enabling factor for the use of future 5G in cyber-physical systems running critical and real-time applications such as assistive robotics. Thus, our experiment will focus on seamlessly integrating diverse techniques to dynamically provide cross-layer low latency connectivity bridging communication and cloud computing.

In summary, the objective of E2.2 is to unlock, through the combination of cloud computing and dynamically controlled low latency networks, substantial cost reduction and greater flexibility for physical-cyber systems. Remote control of robots, conjugated with computer vision, will be a challenging and multifaceted task that, once accomplished, will enable other future networks services to follow in its footsteps. 
Research questions to be addressed by E2.2

Q1: What are the latency bottlenecks in the cloud-fiber-wireless paradigm?

Answering to this research question will produce a mapping of latency figures across different layers of present-day networks. This will allow us to predict what sort of remote applications it will be feasible to deploy remotely in the cloud. Investigations will dive into both physical and virtual networking issues. This initial research question will help us pinpoint E2E network bottlenecks which need to be tacked to unlock real-time applications making use of cloud computing. 

Q2: What are the potential and limitations of SDN-oriented techniques to substantially reduce packet/ handoff latencies in the optical/wireless integration?

Once identified the bottlenecks, the research will progress looking into potential solutions for networking by employing SDN in the physical and virtual networking. Initially, the focus will be on physical networking integration of wireless and optical segments. In particular, we will turn our attention to physical layer signal transport, mobility (handover latency) and multiple access problems. The challenges will then move to the SDN-assisted interaction with higher layer network protocols and services, as well as control plane issues, to better accommodate dynamic demands. 

Q3: How can SDN and NFV be used to improve orchestration for better resource utilization, matching elastic resources from cloud computing with dynamic bandwidth assignment for latency-bounded applications running remotely?

A final research question will investigate how remote stringent real-time applications could benefit from NFV as a means of dynamically matching resources to demands in a cloud computing ecosystem. At this point, it is expected that such real-time application can be deployed across edge and remote data centers, according to orchestration specific algorithms to optimize resource utilization. Evidently, these algorithms will need to interact with SDN and NFV control plane instances. In that scenario, network service chaining will play a decisive role for the appropriate matching of elastic resources to dynamic demands with stringent latency requirements.

Requirements and FUTEBOL’s testbeds involved in E2.2

The experiment will be mostly based on UFES’ testbed. It will require a robot with wireless communication and a set of access points with OpenWRT within the intelligent space, which will be created with four cameras bearing Gigabit Ethernet interfaces. Bandwidth management will be performed by SDN on access points and switches (Pica8) interconnecting to a cloud environment in an edge datacentre, as illustrated in Figure 5. 
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Figure 5: Testbed at UFES for E2.2

A prototype for a robotic-based platform will take advantage of extreme low latency networks (and dynamic function virtualization) to avoid, as much as possible, embedded electronics/processing. Traffic from a computer vision system, based on multiple cameras at different bitrates, will be rendered by distributed applications running in the cloud. Figure 6 presents the basic elements composing the setup, of E2.2, namely, physical robots, edge and remote datacentres. Networking requirements for interconnecting such elements for the experiment are also depicted. 

As far as computational resources are concerned, low-latency networks allow them to be conveniently located either at the edge (interconnected by a microsecond-grade network) or at remote locations (reachable by a millisecond-grade network) or even distributed among them according to the specific robot task and its requirements. Figure 6 shows how networks will interconnect the federated infrastructure to provide edge computing at UFES integrated with remote nation-wide elements in UFMG and across the Atlantic facilities in Bristol, and TCD.

Figure 6 also shows that the control of our mobile robot will involve an intelligent space computer vision system, which will demand a bitrate/throughput adaptive network depending on the frame rate commands sent to its control unit. The system will localize the robot using the images captured by the intelligent space and provide the robot control signals in order to make it perform a desired task, such as reach a predefined point or follow a path in the working area. It is worth to mention that the rate at which images are captured and processed directly influences the quality of the control signals generated, and therefore the precision with which the task is performed.
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Figure 6: E2.2 set-up and requirements

2.3 Use Case 3 – The interplay between wireless and optical networks for IoT 

In this use case, we address the needs of an optical-wireless infrastructure to provide ubiquitous IoT communication, involving devices ranging from low complexity sensors and actuators (e.g., luminosity and smart light bulbs) to more advanced ones (e.g., multimedia sensors and smart glasses). Ubiquitous IoT devices will sometimes communicate in a local context, which means that the traffic pattern and routes may be different from cloud or traditional human-centered communications. Integrating the ubiquity of communication in a unified optical/wireless network is a challenge, e.g., for applications combining information from different types of sources (e.g., streaming from multimedia devices versus low burst communication of low complexity sensors). Another challenge lies in real-time IoT applications that are not delay tolerant and battery restrained, being not able to deal with high latency imposed by network concurrence and lack of exclusivity. The last challenge but not the least, is how to manage the signaling overhead created by the high number of devices. Many devices frequently exchange short bursts of data with their network-side application. When there are no other communication needs, devices have only a small amount of data to send but nevertheless have to go through a full signaling procedure to transmit the data. This wastes battery life, spectrum and network capacity. To handle this type of transaction more efficiently, the network needs to support a truly connectionless mode of operation, where devices can simply wake up and send a short burst of data to closer data centers.
2.3.1 Experiment 3.1: Adaptive cloud/fog computing for IoT, according to network capacity and service latency requirements

For real-time IoT application, the interplay between Cloud and Fog computing can be used to alleviate the whole infrastructure latency that encompasses wireless and optical segments. The main objective of this experiment is to use the FUTEBOL federation to set up a flexible wireless-optical network to interconnect smart objects and assess the interplay between fog and cloud to enhance the performance of a converged optical wireless network.
The main objective of this experiment is to use the FUTEBOL federation to set up a flexible wireless-optical network to interconnect smart objects. Through heterogeneous smart objects, we will assess the interplay between fog and cloud to enhance the performance of a converged optical wireless network.

Using the fog/cloud we will process the workload of different IoT applications, e.g., energy smart metering, security systems, water toxicity sensors, air pollution detectors, etc. These applications will impact differently the optical- and the wireless-network domains. The experiment will measure the impact of fog and cloud computing, validating their usage as part of future network infrastructures for IoT deployments in an optical/wireless environment.
Research questions to be addressed by E3.1

Q1: How do the latency constraints of wireless/optical network impact IoT services?

Latency is an important factor in real-time IoT services. This sensitivity to latency in some environments and integrated networks (like the cloud) is becoming heightened as a result of smart objects that rely upon responsiveness. These responsive IoT applications cannot tolerate delays that would go unnoticed by humans. In this sense, it is important to evaluate the usage of fog computing technologies as an approach to serve latency constrained IoT applications. We intend to measure the gains brought by activating and deactivating the fog in terms of response time change and application performance degradation, e.g., the number of misinterpretations in gesture recognition technologies.

Q2: How can fog and cloud computing support IoT services in a converged wireless/optical network?

Fog computing becomes fundamental to decrease the delay and to avoid IoT application performance degradation. On the other hand, to activate fog computing, the cloud must send a substantial amount of information pertaining to the processing routine through the network, occupying a significant portion of the capacity of the optical links during that time. The interplay between cloud and fog presents a tradeoff between the capacity of the links that comprise the network, the computing needs of the IoT service, and the location in the network where these needs can be met. Therefore, a mechanism aware of the wireless/optical link conditions must decide when the fog can be used, aiming for IoT services overall performance enhancement.

Requirements and FUTEBOL’s testbeds involved in E2.2

The prototype to be deployed in FUTEBOL will evaluate the integration between smart objects of different types: (i) sensors, (ii) actuators, and (iii) multimedia devices. As sensors we consider devices that can measure physical quantities (temperature, light, pressure, pollution, etc.). As actuators we consider electrical switches that are able to, for example, turn on the lights in a room, an air conditioning system, or a fire alarm system. As examples of multimedia devices we consider cameras, with high definition requirements, and microphones. 

These different devices, with different requirements and characteristics, in the most general case are integrated in a network including wireless and optical links. These links may be used to transfer data by (i) an IoT gateway, that is located very near the sensors, actuators or multimedia devices; (ii) a fog computing system, that may collect data from IoT gateways to be stored and processed by an intelligent information system, or to be federated with other fogs in a federated network; (iii) a cloud computing system, to integrate all data from the smart objects in the FUTEBOL federation.

In the prototype and demonstrations, partners will deploy and specify a testbed that will implement some of the following features:

· Local IoT sensors and actuators, with low bandwidth and low latency requirements that will be federated in the FUTEBOL testbed. These smart objects are connected to IoT gateways with very low processing and storage capabilities.

· Local IoT multimedia devices, with high bandwidth and low latency requirements that will be federated in the FUTEBOL testbed. These smart objects are also connected to IoT gateways with very low processing and storage capabilities.

· A fog computing system, where different types of smart objects have a connection to the fog computing system using wireless or optical networks. 

· A cloud computing system, in a remote location, integrated to the local fogs via optical networks using fiber links. This system may have large processing and storage capabilities.

In this experiment, users of the FUTEBOL federation will have access to, at least, one of the following features of each testbed:

· The data being collected by each sensor;
· Programmability of each sensor in the network (e.g. sampling rates, monitoring epochs, analog/digital characteristics);
· Programmability of each IoT gateway in the network (e.g. protocol specifications, bandwidth, frequency, wireless channels). SDN devices and in the remote IoT network, dealing with the different requirements of each experiment, such as bandwidth, latency and access control list.
2.3.2 Experiment 3.2: Radio-over-Fiber for IoT environment monitoring

The aim of this experiment is to design and test a communication infrastructure based on the Radio-over-Fiber paradigm, able to support communication among heterogeneous IoT devices maximizing network capacity (low overhead) and coverage. The experiment will enable sensor parameters to be modified on-the-fly through a central processing entity placed in the cloud.
This experiment focuses on the setup of a robust and flexible environmental monitoring system at UNICAMP, using several heterogeneous IoT wireless sensors devices over an optical infrastructure already deployed. The idea is to gather environment-related data such as temperature and humidity, noises, air pollution, levels of CO2 emissions, and so on, in order to pave the way for the development of a plethora of IoT applications. Moreover, it intends to provide gathered data to support other partners’ experiments. The main objectives of the experiment include:

· Assess existing wireless sensors networks protocols to gather data in order to identify which one fits best the requirements of E3.2;

· Provisioning of a suitable RoF convergence;

· Enable remote reconfiguration of the IoT devices;
· Share with other partners the environment-related data and the infrastructure to obtain it.
Research questions to be addressed by E3.2

Q1: How to design a communication infrastructure based on RoF to support the communication among diverse IoT devices?

The aim is to design and test a communication infrastructure based on RoF able to support communication among heterogeneous IoT devices maximizing network capacity (low overhead) and coverage.

Q2: How does the latency introduced by the optical fiber impact the operation of IoT?

Enabling RoF communication relies on two main processes. First, a forwarding node receives wireless signals and modulates them to be transmitted into the optical network. Second, the nodes that receive the optical signals demodulate the received signal before sending them through the wireless network again. In this experiment we are going to assess how the optical/wireless latency impacts the operation of IoT applications with strict latency requirements.
Requirements and FUTEBOL’s testbeds involved in E3.2

This experiment intends to exploit how an IoT infrastructure can be built employing RoF with the aim of improving the network capacity as well as its coverage and reliability. The experiment will use UNICAMP’s RoF infrastructure composed of IoT heterogeneous devices, able to measure different environmental conditions such as temperature, noise, humidity, pressure, and pollution, among others.  RAUs will receive these measurements coded in RF signals and transmit RF signals on the optical fiber. This will allow the transmission of measurement data to other sensor nodes or to a central controller to be processed and stored.

FUTEBOL experimenters will have access to UNICAMP’s infrastructure to collect measurements and perform device reconfiguration. Several other partners in the consortium will benefit from and will use the outcome of E3.2 
3. Overview of FUTEBOL Use Cases and Experiments

	Use Case
	Experiment
	Research areas
	Wireless-optical integration

	1
	The impact of broadband wireless on optical backhauling
	E1
	LSA for extended LTE capacity with shared optical backhauling and E2E  QoE
	Spectrum sharing, LSA and QoE, Small cells, cost-effective PON
	Impact of LTE small cells densification and LSA in the optical backhauling.

Challenges of sharing the optical backhaul between high capacity small cells and residential services  

	2
	The design of SDN infrastructure for wireless-optical integration
	E2.1
	Heterogeneous network management with SDN and virtualization
	SDN/NFV orchestration, C-RAN
	Flexible E2E wireless-optical network able to fulfil the dynamic user-demand

	
	
	E2.2
	Real-time remote control of robots over a wireless-optical SDN-enabled infrastructure
	SDN, NFV, cloud computing
	Impact of SDN technologies in applications with very low E2E latency requirements

	3
	The interplay between wireless and optical networks for IoT
	E3.1
	Adaptive cloud/fog computing for IoT, according to network  capacity and service latency requirements
	Fog and cloud computing,

Optical/wireless convergence, IoT
	Flexible wireless-optical network to interconnect smart objects.

Tradeoff between fog and cloud when applied to IoT environments, while considering different conditions of optical and wireless links

	
	
	E3.2
	Radio-over-fiber for IoT environment monitoring
	RoF, IoT, sensor networks
	Sensing infrastructure that uses RoF to maximize the coverage, reliability and scalability. Enabling remote reconfiguration of the IoT devices
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Northbound interfaces








�I don’t think is a matter of wireless efficiency vs fibre efficiency. From the wireless perspective it’s about performance (e.g., being able to do more complex and performing radio MIMO operations); in the optical domain is about capacity – so fibre transmission capacity (efficiency could be misinterpreted)


�Is this a target of the implementation? IT can be quite complex to implement.


�Maybe mention where do you think this additional complexity might stem from





