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**************************************1st change*************************************************
[bookmark: _Toc463002967]1.	Scope
[bookmark: _Toc463002968]The present document aims to identify the market segments and verticals whose needs 3GPP should focus on meeting, and to identify groups of related use cases and requirements that the 3GPP eco-system would need to support in the future. This is a very broad and wide-ranging endeavour. As a result, the work will be organised so that a subset of distinct work/study items with clearly focussed objectives are executed in each stage of the work.
This study will develop several use cases covering various scenarios and identify the related high-level potential requirements which can be derived from them. It will identify and group together use cases with common characteristics and propose a few, e.g. 3-4, use cases (or groups of use cases with common characteristics) for further development in the next stage of the work.
Analysis will also be made on which legacy services and requirements from the existing 3GPP systems need to be included, if fallback mechanisms to them need to be developed, or if fallback is not necessary. 
The focus of this work is on the use cases and requirements that cannot be met with EPS. Use cases identified as applicable for EPS are outside the scope of this study and are expected to be progressed independently of it.

2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
… …
[11]	Requirements and Current Solutions of Wireless Communication in Industrial Automation, A. Frotzscher et al., IEEE ICC'’14 – W8: Workshop on 5G Technologies, 2014
… …
[20]	Coexistence of Wireless Systems in Automation Technology, ZVEI - German Electrical and Electronic Manufacturers'’ Association, 2009.
[21]	China IMT2020 (5G) Promotion Group. "5G Network Technology Architecture" May 2015
[22]	European Commission'’s 5G PPP "5G Vision", Feb. 2015. www.5g-ppp.eu.
**************************************End fo 1st change*******************************************
**************************************2nd change************************************************
[bookmark: _Toc463002972]4	Overview
The proposed use cases can be largely classified into five categories as below.
1)	Enhanced Mobile mobile Broadbandbroadband
-	e.g., Mobile mobile Broadbandbroadband, UHD / Hologramhologram, Highhigh-mobility, Virtual virtual Presencepresence
2)	Critical Communicationscommunications
-	e.g., Interactive interactive Game game / Sportssports, Industrial industrial Controlcontrol, Drone drone / Robot robot / Vehiclevehicle, Emergencyemergency
3)	Massive Machine Type Communications
-	e.g., Subway subway / Stadium stadium Serviceservice, eHealth, Wearableswearables, Inventory inventory Controlcontrol
4)	Network Operationoperation
-	e.g., Network network Slicingslicing, Routingrouting, Migration migration and Interworkinginterworking, Energy energy Savingsaving
5)	Enhancement of Vehiclevehicle-to-Everything everything 
-	e.g., Autonomous autonomous Drivingdriving, safety and non-safety aspects associated with vehicle
**************************************End fo 2nd change*******************************************
**************************************3rd change*************************************************
[bookmark: _Toc463002975]5.1.1	Description
In order to enable certain services related to ultra-highly reliable communications, a minimal level of reliability and latency is required to guarantee the user experience and/or enable the service initially. This is especially important in areas like eHealth or for critical infrastructure communications.
Mission critical communication services require preferential handling compared to normal telecommunication services, e.g. in support of police or fire brigade. 
Examples of mission critical services include:
-	Industrial control systems (from sensor to actuator, very low latency for some applications)
-	Mobile Health health Carecare, remote monitoring, diagnosis and treatment (high rates and availability)
-	Real time control of vehicles, road traffic, accident prevention (location, vector, context, low Round Trip Time RTT)
-	Wide area monitoring and control systems for smart grids
-	Communication of critical information with preferential handling for public safety scenarios 
-	Multimedia Priority Service (MPS) providing priority communications to authorized users for national security and emergency preparedness
Overall, mission critical services are expected to require significant improvements in end-to-end latency, ubiquity, security, robustness, and availability/reliability compared to UMTS/LTE/WiFi. 
Pre-conditions
The different substations of a power system are connected to operator A'’s network to provide automated measurements and automated fault detection to prevent large scale outage. 
Service Flowsflows
1. 	Substations connect to the operator A network 
2.	Operator A determines this is a mission critical device and configures the network based on the mission critical service requirements
3.	Substations report periodic measurements with a given reliability and latency
4.	In case of a fault or degraded operation – substation reports fault or degraded operation with a second reliability and latency
5.	In the case of a power grid, the power system reacts and may shutdown or divert power from this substation or other substations in the vicinity
Post-conditions
The power system can optimize performance due to periodic measurements. A potential disaster is averted due to the substation reporting in time.
[bookmark: _Toc463002976]5.1.2	Potential Service service Requirementsrequirements
Services in this category require very low data error rate. Some of them also require very low latency, i.e. for industrial automation with 1ms delay.
[bookmark: _Toc463002977]5.1.3	Potential Operational operational Requirementsrequirements
**************************************End fo 3rd change*******************************************
**************************************4th change*************************************************
[bookmark: _Toc463002978]5.2	Network Slicingslicing
[bookmark: _Toc463002979]5.2.1	Description
With the new market segments and verticals, as described in the NGMN white paper [2], new diverse use cases will need to be supported by the 3GPP eco system. This needs to be done at the same time as continuing to support the traditional mobile broadband use cases. The new uses cases are expected to come with a high variety of requirements on the network. For example, there will be different requirements on functionality such as charging, policy control, security, mobility etc. Some use cases such as Mobile Broadband (MBB) may require e.g. application specific charging and policy control while other use cases can efficiently be handled with simpler charging or policies. The use cases will also have huge differences in performance requirements. 
In order to handle the multitude of segments and verticals in a robust way, there is also a need to isolate the different segments from each other. For example, a scenario where a huge amount number of electricity meters are misbehaving in the network should not negatively impact the MBB users or the health and safety applications. In addition, with new verticals supported by the 3GPP community, there will also be a need for independent management and orchestration of segments, as well as providing analytics and service exposure functionality that is tailored to each vertical'’s or segment'’s need. The isolation should not be restricted to isolate between different segments but also allow an operator to deploy multiple instances of the same network partition. Furthermore, to support network slices with mission critical services on the same infrastructure, it is required that the isolation can be provided with high assurance. It will enable the 5G system to confine service-specific security/assurance requirements to a single slice, rather than the whole network. Similarly, in the event of a potential cyber-attack, the attack will be confined to a single slice.
… …
Examples of related use cases are given below:
-	Self-automated car in a smart city: Bob starts his self-automated driving car that relies on V2X communication. While sitting in the car, Bob initiates a HD video streaming service through the infotainment system available in the car. In this example, the V2X communication requires a low-latency but not necessarily a high throughput, whereas, the HD video streaming requires a high throughput but is tolerate to the latency. 
	Both services are assumed to be provided by the same operator.
-	Healthcare robot: A robot that is monitored by the healthcare service provider takes care of elderly people at home. The robot sends a regular report of health status and the activities interacting between the robot and the elderly people to the healthcare operator. The robot also allows the elderly people to do any Internet like services (e.g., web-surfing, hearing listening to streaming music, watching a video) or even making a call to their doctor directly in case of emergency.
	Both services are assumed to be provided by the same operator.
[bookmark: _Toc463002980]5.2.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463002981]5.2.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463002984]5.3.2	Potential Service service Requirementsrequirements
Void.
[bookmark: _Toc463002985]5.3.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463002986]5.4	Migration of Services services from earlier generations
[bookmark: _Toc463002987]5.4.1	Description
In addition to new services derived from the new use cases envisioned for the <5G system>, there exist already today a large number of services in the cellular networks of the current generations.
It is envisioned that some of these existing services could be deemed as required for support in a <5G System> while others are not. In the potential service requirements below services are listed and classified as being either required or not required for support in a <5G system>.
[bookmark: _Toc463002988][bookmark: _Toc463002989]5.4.2	Potential Service service Requirementsrequirements
… …
5.4.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463002990][bookmark: _Toc463002992]5.5	Mobile broadband for indoor scenario
[bookmark: _Toc463002991]5.5.1	Descriptions of typical use case in office scenario
In an office scenario, the users and their serving nodes are expected to be deployed indoors. The coverage area per each serving node is small. Ideal backhaul infrastructure should be available and could be optimized. 
Users frequently upload and download data from company'’s servers and they are various in size which could be up to terabit of data. Real-time video meeting within the campus and/or over the internet would be the normal work mode. The productivity is dependent on the efficiency of the system response time and reliability.
5.5.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463002993]5.5.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463002996]5.6.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463002997]5.6.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463002998]5.7	On-demand Networkingnetworking
… …
[bookmark: _Toc463003000]5.7.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003001]5.7.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003002]5.8	Flexible application traffic routing
[bookmark: _Toc463003003]5.8.1	Description
As mentioned in China IMT2020 white paper "“5G Vision and Requirements"” [3], the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay between the terminals, and the future network shall be able to transfer these data traffic in a flexible and efficient manner. 
Pre-conditions
The Service Provider X provides 3D Augmented Reality (AR) service for the users, one user can interact with other user via live 3D Augmented Reality service. 
The Service Provider X has a service agreement with an MNO, and the MNO network may optimize the traffic transfer for the live 3D Augmented Reality service in order to realize good user experience.
Service Flowsflows
1. The terminals of Bob and Alice connect to the network via wireless access system. Bob stays in the house, and Alice stays in one bus moving on the city road.
2. Bob connects to the server of Service Provider X and requests to contact with Alice via 3D Augmented Reality service. The server of Service Provider X sets up the connection between Bob’s Bob's and Alice'’s terminal, and the Augmented Reality control signalling (the "“CP"” line marked red colour in figure 5.8-1) and the Augmented Reality application data (the "“UP"” line marked blue colour in figure 5.8-1) are both transferred via the MNO network and the server of Service Provider X.
3. During the communication, the bus that Alice is on keeps changing its location.
4. As a result of the change in location Alice'’s terminal use a different base station to access the network. Upon changing base stations the previous user-plane path may become inefficient. To avoid this, the application traffic may be transported via an alternative, more efficient path between Bob'’s and Alice'’s terminal (the "“UP"” line marked in green colour in figure 5.8-1) 
… …
[bookmark: _Toc463003004]5.8.2	Potential Service service Requirementsrequirements
Void.
[bookmark: _Toc463003005]5.8.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003008]5.9.2	Potential Service service Requirementsrequirements
Void.
[bookmark: _Toc463003009]5.9.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003010]5.10	Mobile broadband services with seamless wide-area coverage
[bookmark: _Toc463003011]5.10.1	Description
As a basic scenario of mobile communications, the seamless wide-area coverage scenario aims to provide seamless service to users. In future, mobile broadband services such as mobile cloud office, mobile cloud classroom, online games/videos, and augmented reality, etc. will become more and more popular and helpful. People hope mobile broadband services are provided wherever they go, for example, urban areas, rural areas, high-speed railways and fast ways between cities. That is to say, mobile broadband services are provided in seamless wide-area coverage [3] [4] [5]. 
Here is an example of this use case.
1. 	Jack works in an urban city, and today he travels on a business trip. He takes a taxi to the high-speed railway station, and spends 4 hours on the high-speed train. Meanwhile, some urgent work needs to be settled. He continues to work on the taxi and the train using his smart phone or laptop as if he was working in his office. Necessary relevant data (such as document, video, etc.) is obtained from the company'’s cloud storage server. He can communicate with his colleagues and share the work results with them conveniently and timely.
2.	Getting off the train, he arrives at the destination which is in rural areas and meets his customers. He introduces a new product of his company to customers, and at the same time, a video conference by operators'’ network is held so that his colleagues who are still in their office can also get involved.
3.	After the conference, Jack feels tired and goes to the company'’s guest room which locates beside the factory. It'’s the evening game time, by connecting to the operators'’ network; he plays online games with his friends.
4.	On the return high-speed train, he watches the football match online that he missed last midnight using his smart phone.
In this case, Jack gets consistent user experience of mobile broadband services on his trip, including on the taxi, the high-speed train, and the rural areas with the assist of operator'’s network.
… …
[bookmark: _Toc463003012]5.10.2	Potential Service service Requirementsrequirements
For wide area coverage, the system shall support user experienced data rate for mobile broadband services anytime and anywhere, e.g., 100 Mbps.
NOTE:	The above requirement assumes reuse of an existing base station site grid. 
The system shall support fast-moving end-users, e.g., 500 km/h.
The system shall support high connection density for high speed scenarios, e.g., 500 active UEs simultaneously.
The system shall support low latency for high speed scenario.
[bookmark: _Toc463003013]5.10.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003016][bookmark: _Toc463003020]5.11.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003017]5.11.3	Potential Operational operational Requirementsrequirements
… …
5.12.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003021]5.12.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003022]5.13	Industrial Controlcontrol
[bookmark: _Toc463003023]5.13.1	Description
Several industrial control applications require high reliability and very low latency (~1 ms) whereas the data rate requirement may be relatively low. In some case also high data rates may be required, e.g., in the uplink, to deliver live video stream to a physical operator, or a computer which then analyses the video and adapts the control to the situation (10s of Mbps per user in a dense environment).
… …
[bookmark: _Toc463003024]5.13.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003025]5.13.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003028]5.14.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003029]5.14.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003030]5.15	Localized real-time control
[bookmark: _Toc463003031]5.15.1	Description
In Smart factory [3], an extremely restricted requirement of reliability and latency is expected to guarantee the communication between Robots (e.g., automatic precise instruments assemble a car co-ordinately) and the communication between Robot and local Robot-control system.
For an instance, the owner of factory buys "“authorized devices (Ads)"” from operator A, and deploys Ads in the factory personally. When AD starts up, it connects to the operator A’s network. The service flow would be as follows.
1. 	Connection among Ads, Robots and Sensors form a local dynamic multi-hop network in the factory to supply data communication service.
2.	When Robot starts up, it connects to local robot control system through local dynamic multi-hop network. 
3.	High-intelligent Robots (e.g. WALLE) communicate with each other directly or through local dynamic multi-hop network and complete cooperation work without any additional central control no matter from robot central control equipment or other equipment connected to operator A'’s network. 
4.	Robot central control equipment connected to operator A network can also support low-intelligent Robots'’ operation (e.g. Robotic Arm) in time and precisely.
5.	Ads report necessary information of the local dynamic multi-hop network to operator A. 
By above procedures, Robot central control equipment guarantees all Robots in factory work properly meanwhile Robots work co-ordinately to complete precision engineering.
[bookmark: _Toc463003032]5.15.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003033]5.15.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003036]5.16.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003040]5.16.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003042]5.17	Extreme real-time communications and the tactile internet
[bookmark: _Toc463003043]5.17.1	Description
As mentioned in the NGMN 5G whitepaper [2] and SID for SMARTER, "“extreme real-time communications"” present tight requirements for communications networks. Another term to describe extreme real-time applications is the "“tactile internet"” as described by Gerhard Fettweis. Tactile internet applications require extremely low latency and high reliability and security.
Examples of extreme real-time communications include:
Truly immersive, proximal cloud driven virtual reality
Remote control of vehicles and robots, real-time control of flying/driving things
Remote health care, monitoring, diagnosis, treatment, surgery
Target 1 ms delay implies endpoints must be physically close. Maximum distance between endpoints depends on delay budget per link.
Pre-conditions
Max is shopping for a new place to live. His real estate agent Charles has lent him a virtual reality headset to preview houses. Charles also provides Max with access to high-resolution 3D files of each property, generated with techniques such as visual odometry to provide dimensionally accurate representations. Charles can also supply a remote controlled drone to allow Max to explore property in real time.
Service Flowsflows
1. Max straps on his goggles and starts shopping. His eyes are presented with life-like images of the subject properties; he can look around the rooms and navigate the property as if he were present. Max can also measure spaces, test if his furniture will fit, etc.
2. For short-listed properties, Charles deploys the drone. In this use case, extreme real-time requirements come into play. Max looks left, drone looks left (naturally and immediately, movement to photons in 10 ms to avoid queasiness.) Max can also communicate and ask questions using the drone. (Drone provides a form of telepresence.)
Post-conditions
Max saves hours by previewing houses using virtual reality. Charles makes more money by not wasting his time showing clients properties that are unsuitable.
[bookmark: _Toc463003044]5.17.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003045]5.17.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003046]5.18	Remote Controlcontrol
[bookmark: _Toc463003047]5.18.1	Description
In the future, UAV (unmanned aerial vehicle) will be widely used for delivery of packages (e.g., A company plans to use UAVs to deliver goods), which improves delivery efficiency. In a situation where first aid personnel cannot arrive promptly to the scene of an emergency, UAVs could be used to collect video information on site and deliver emergency equipment. 
For example, the owners of the UAVs (e.g., Logistics logistics companies or Medical medical institutions) subscribe to latency and ultra-reliable transmission service from Operator A, and control the UAV remotely through the service. The service flow would be as follows:
… …
[bookmark: _Toc463003048]5.18.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003049]5.18.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003052]5.19.2	Potential Service service Requirements requirements 
… …
[bookmark: _Toc463003053]5.19.3	Potential Operational operational Requirements requirements 
… …
[bookmark: _Toc463003054]5.20	Wide area sensor monitoring and event driven alarms
[bookmark: _Toc463003055]5.20.1	Description
Consider the case of forest fire alarms or wide area outdoor security motion sensors. Sensors would communicate periodic signs of life when not triggered and event information when triggered. Communication would be mission critical and high priority when activated, wide spread, and initiated in the uplink direction. Devices would be low complexity, low powered, battery sensors.
A need arises that requires monitoring a wide area for a particular measured property. The measured property may be, but is not limited to, temperature, motion, vibration, air quality, moisture, or radiation. The need may have been planned (e.g., due to building construction or bridge maintenance) or unplanned (e.g., as a result of a forest fire or other natural/man-made event). 
The area to be monitored is "“wide"” in the sense that it is remote and/or large enough that other wired or wireless network connectivity for the number of sensors deployed is impractical.
Sensors to measure the particular property are deployed in the area of interest. Sensors may be purposefully placed in specific locations (bridge joints, farm field divisions) or randomly dropped (forest fire). Once deployed, sensors are expected to be fixed or not move far. Sensors may be manually or automatically activated when they are deployed in the area to be monitored. Upon activation, each sensor identifies itself with the network and registers with the sensor monitoring service/application. The sensor sends its information unsolicited and infrequently with no expectation of a response from the network.
A method by which large numbers of stationary (or not move far) sensors may be deployed and data may be uploaded while minimizing overhead is vital. 
[bookmark: _Toc463003056]5.20.2	Potential Service service Requirements requirements 
… …
[bookmark: _Toc463003057]5.20.3	Potential Operational operational Requirements requirements 
… …
[bookmark: _Toc463003058]5.21	IoT Device device Initializationinitialization
… …
[bookmark: _Toc463003060]5.21.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003061]5.21.3		Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003064]5.22.2	Potential Requirementsrequirements
… …
[bookmark: _Toc463003065]5.23	Access from less trusted networks 
[bookmark: _Toc463003066]5.23.1	Description
… …
Example: 	Angela visits another country and switches on her mobile. The visited PLMN requests her IMSI in order to register. The visited PLMN (and potentially other agencies) are then aware of her visit. 3GPP should consider a method to protect subscribers'’ identities while roaming.
Pre-conditions
A UE and its home network shall enable the use of an identifier for initial attach.
Service Flows
1. 	A UE sends an attach request to a serving network using a non-permanent identifier 
2. The network requests authentication information for the UE to the UE'’s home network based on the temporary identifier.
3.	The HSS of the user'’s home network identifies the permanent identifier (i.e., IMSI) associated with the non-permanent identifier provided by the serving network.
4.	The HSS provides the authentication information for the UE to the serving network
5.  After successful authentication, the serving network may request the UE'’s permanent identifier to the home network, e.g., for lawful intercept.
Post-conditions
Void.
[bookmark: _Toc463003067]5.23.2	Potential Requirementsrequirements
… …
[bookmark: _Toc463003068]5.24	Bio-connectivity
[bookmark: _Toc463003069]5.24.1	Description
As per the 4G Americas white paper: "“Bio-connectivity, which is the continuous and automatic medical telemetry (e.g., temperature, blood pressure, heart-rate, blood glucose) collection via wearable sensors, is another strong emerging trend that will add to the wireless communications requirements"” [6]. 
In order to support the bio-connectivity use case, low complexity and high battery life are two very important requirements for the UE. Other important requirements are reliability and a secure connectivity. High data rates may also be needed in certain cases, such as during a surgery supported by a video stream of the patient internal organs while the surgery is performed by the doctors.
Such UE sensors, when used in operation rooms or near hospital beds, need only to communicate with each other and provide information to a local display equipment for doctors and nurses to monitor. If patients are on the go, these UE sensors may send data to a smart phone or ambulance equipment. They operate seamlessly while the patient is moving within the hospital, at home or on the go. However, these UE sensors do not need to operate standalone. In fact, if there is a massive number of such UEs, it is preferred and also beneficial to have an aggregator to send information to the network. When information needs to be uploaded to a server, for example to update the patient'’s records, it can be done through a UE-to-network relay. For instance, in the hospital case, this relay could be the patients'’ monitoring device. 3GPP device to device communication is more efficient for such UEs. 
The sensor UEs have 3GPP credentials, an identifier and a subscription, and use 3GPP device to device communication with other UEs and communicates with the network via a UE-to-network relay. By supporting the sensor UE connectivity with the network only via a UE to network relay, that sensor UE can still utilize 3GPP services and the network is able manage that UE and provide authorization, end-to-end secure connectivity, resource management and service provisioning. The advantages are the many optimizations in complexity and power requirements that can be implemented in that UE.
This is the use case for a low power, low complexity UE, which is able to communicate with other UEs, under operator control, using 3GPP device to device communication only. The UE is also able to communicate with the network via a UE-to-network relay. The use case presented here is based on e-health, but the scenario and requirements may apply to other wearable sensors as well. This use case enables 5G to reach the massive IoT market in large scale.
[bookmark: _Toc463003070]5.24.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003071]5.24.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003072]5.25	Wearable Device device Communicationcommunication
[bookmark: _Toc463003073]5.25.1	Description
This use case describes the scenario of the wearable device communication. The wearable devices can communication the network through the smart phone when the wearable devices are within the short communication range of a smart phone. The wearable devices can directly communicate with the network when the wearable devices are outside the short communication range of the smart phone. The wearable device should have a subscription associated to its own subscriber'’s identity (e.g., IMSI).
Pre-conditions
John has a smart watch and a smart phone. Each device has a subscription associated to its own subscriber'’s identity (e.g., IMSI). Each device can independently communicate with network. Compared to the smart phone, the smart watch may have smaller shape, lower power capacity and lower BB&RF capability.
Service Flowsflows
[bookmark: OLE_LINK9]1.	When the smart watch is within the short communication range of the smart phone the smart watch is aware of that it'’s in the coverage of the smart phone. When the smart watch is not nearby the smart phone the smart watch is aware of that it'’s not in the coverage of the smart phone.
2.	John makes a call (e.g., VoLTE) using his smart watch. When the smart watch is out of coverage of John's smart phone, the smart watch directly connects the network by the 3GPP system air interface between the smart watch and network. When the smart watch is in the coverage of John's smart phone, the smart watch connects to the network through the smart phone by the 3GPP system air interface between the smart watch and the smart phone, which is managed and controlled by network.
3.	If John moves out of the coverage of his smart phone during the call, the smart watch is aware of that it'’s out of the coverage of the smart phone and then connects directly to the network by the 3GPP system air interface between the smart watch and the network. The smart watch can maintain the call (e.g., VoLTE) after it connects to the network.
4.	If John moves into the coverage of his smart phone during the call (e.g., VoLTE), the smart watch is aware of that it'’s in the coverage of the smart phone. The smart watch connects to the network through the smart phone by the 3GPP system air interface between the smart watch and the smart phone. The smart watch can maintain the call (e.g., VoLTE) after it connects to the smart phone.
[bookmark: _Toc463003074]5.25.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003075]5.25.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003076]5.26	Best Connection connection per Traffic traffic Typetype
[bookmark: _Toc463003077]5.26.1	Description
As mentioned in the 4G Americas white paper: "“With the advent of small cells in indoor environments such as offices, there is a need for some traffic to be routed locally while other traffic needs to access MNO or third-party services"” [6].
In this use case a user has two applications running, one voice and one video streaming application. The two applications have very different requirements, as one is generating low volume, real time traffic that needs to access MNO services, and the second requires much higher data rates and access to the closest Content Distribution Network (CDN). If the user is in the coverage area of multiple cells, the best cell for the given application should be used, so that the traffic is routed in optimal manner. 
The MNO has a macro cell deployed in an area and several small cells ("“booster"” cells) under the coverage of the macro cell. Initially, the device is registered with the MNO network and camped on the macro cell. In the figure below this device is referred to as Alice'’s device. Alice is in a shopping mall when she decides to call her friend, Bob (see Bob'’s device in the figure). The call is routed via the macro cell where Alice is camped on, and from there on to the MNO'’s IP multimedia network. 
During the communication, Alice receives an advertisement in her device. The advertisement is from a local store in the shopping mall, and it is about a new product the store is releasing. The advertisement has a link to a web page where they have a video with the details of the new product. Alice considers Bob would like the product and tells him to see the video. Meanwhile Alice also decides to stream the video to her own device, while still remaining on the call with Bob. 
The network operator has a few small cells deployed in the shopping mall. Alice is under the coverage of one of the small cells. That small cell has the functionality to route packets directly to the Internet using the shopping mall'’s Internet access. The video is then routed from the closest CDN (Content Delivery Network) server in the Internet to Alice'’s device via the small cell. The data does not transverse the macro cell.
The data packets from the two different applications running in Alice'’s device are using different RAN nodes. The voice application is routed via the macro cell and through the operator core network. The video streaming is routed directly from a CDN server in the Internet to the small cell and delivered to Alice, without traversing the operator core network or the macro cell node, i.e., by being routed via the shopping mall'’s Internet access. 
… …
[bookmark: _Toc463003078]5.26.2	Potential Service service Requirementsrequirements
Void.
[bookmark: _Toc463003079]5.26.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003080]5.27	Multi Access access network integration
[bookmark: _Toc463003081]5.27.1	Description
The deployment of different access networks, the broad variety of use cases that future networks will support (such as V2V, CIoT, Mission mission critical communications…), the broad variety of environments, and the capability of devices to support multiple access technologies, is making the network more and more heterogeneous. So the future network should have the capability to connect to multiple non-3GPP and 3GPP access networks in order to allow the operator to improve the efficiency in the exploitation of the network infrastructure and to provide the best capabilities to end-user.
… …
[bookmark: _Toc463003082]5.27.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003083]5.27.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003084]5.28	Multiple RAT connectivity and RAT selection
[bookmark: _Toc463003085]5.28.1	Description
Section 4.4.1 of the NGMN 5G White Paper describes: "“It is expected that a terminal may be connected to several RATs (including both new RATs and LTE) at a given instant, potentially via carrier aggregation, or by layer 2 (or higher) bandwidth aggregation mechanisms."” And "“The user application should be always connected to the RAT or combination of RATs and/or access point (or other user equipment in case of D2D) or combination of access points providing the best user experience without any user intervention (context-awareness)"” [2].
Multiple RAT connectivity is beneficial for increasing the throughput. And a capability to select which data flow goes over which RAT benefits further. For example, when Bob starts voice call while moving on the backseat of the car, the system might judge that the <5G New RATs> are not necessarily suitable for the voice call due to their small-cell based deployment and that E-UTRA is better to avoid frequent handovers.
The new requirements motivated by the text above will require that the UE has full dual radio capability, i.e., can handle both uplink and downlink radio transmissions on both the <5G New RAT> and the E-UTRA RAT simultaneously. This is expected to be commonly supported by UEs used as e.g., smart phones. Due to the expected large diversity of market segments and type of UEs for the new system, it is also expected that some UEs will target lower complexity segments where single radio capability is preferred.
[bookmark: _Toc463003086]5.28.2	Potential Service service Requirementsrequirements
Void.
[bookmark: _Toc463003087]5.28.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003088]5.29	Higher User user Mobilitymobility
… …
[bookmark: _Toc463003090]5.29.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003091]5.29.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003092]5.30	Connectivity Everywhereeverywhere
… …
[bookmark: _Toc463003094]5.30.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003095]5.30.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003096]5.31	Temporary Service service for Users users of Other other Operators operators in Emergency emergency Casecase
[bookmark: _Toc463003097]5.31.1	Description
This use case is related to "“Resilience and High Availability"” (refer to NGMN 5G White Paper, section 4.4.4) [2]. Although it might be difficult for each operator to achieve high network availability in some emergency cases (e.g., large disaster), the cooperation among operators makes it higher.
As an example, when a specific operator'‘s network becomes out of service in a disaster area, time to network recovery can become faster if other operators temporarily provide the communication services for the users of the specific operator in the area until the specific operator network can be recovered (i.e., Operator A and Operator B supports network recovery of Operator C).
The other example is, in case all operators' networks become out of service in vast areas, time to network recovery can become faster if each operator can concentrate on recovering different areas (i.e., Operator A recovers area 1, Operator B recovers area 2 and Operator C recovers area 3, at first). Each operator temporarily provides the communication services for the users of the other operators in different recovered areas until network recovery of whole area can be achieved.
Pre-conditions
When a disaster happens in an area, Operator A'’s network keeps active or recovers from out of service and Operator B'’s network keeps out of service.
Akiko is Operator B'‘s user who locates in the disaster area and wants to communicate with Yusuke.
Yusuke is Operator B'’s user who locates outside of the disaster area.
Service Flowsflows
1.	Akiko is aware that she cannot use the communication services by Operator B'’s network. And Operator B detects that its own users cannot use the communication services in the disaster area.
2.	Operator B requests Operator A to provide the communication services for Operator B'’s users who locate in the disaster area.
3.	Operator A changes the configuration of its own network in the disaster area in order to provide the communication services for Operator B'‘s users.
4.	After changing the configuration, Operator A'’s network sends a notification to all the terminals in the disaster area.
5.	When Akiko'’s terminal detects the notification, it sends an access request message to Operator A'’s network.
6.	Operator A'’s network identifies Akiko'’s terminal is one of Operator B'’s user based on the access request message and makes temporary service provision as a temporary user.
7.	After successful temporary service provision, Operator A'’s network notifies that each temporary user can temporarily use the communication services by its own network.
8.	With the notification, Akiko knows that and makes a voice call to Yusuke.
Post-conditions
Akiko can use the communication services by Operator A'’s network and make a call to Yusuke.
[bookmark: _Toc463003098]5.31.2	Potential Service service Requirementsrequirements
Void.
[bookmark: _Toc463003099]5.31.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003102]5.32.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003103]5.32.3	Potential Operational operational Requirementsrequirements
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[bookmark: _Toc463003106]5.33.2	Potential Service service Requirementsrequirements
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[bookmark: _Toc463003107]5.33.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003108]5.34	Mobility on demand
[bookmark: _Toc463003109]5.34.1	Description
… …
For these reasons the NGMN whitepaper on 5G suggests to "“not assume mobility support for all devices and services but rather provide mobility on demand only to those devices and services that need it."” [2].
In line with this related service requirements are proposed below.
[bookmark: _Toc463003110]5.34.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003111]5.34.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003112]5.35	Context Awareness awareness to support network elasticity
5.35.1	Description
Context awareness could enable rapid network configuration and provide the expected experience for the multiple services/applications.
Today'’s UEs are typically implemented as smartphones. From hardware point of view, smartphones are equipped with variety of sensors such as accelerometer, gyroscope, magnetometer, barometer, proximity sensor, GPS and etc. In addition, they supports different kinds of connectivity technologies such Bluetooth, WIFIWiFi, NFC and etc. The information gathered by these sensors and connectivity technologies can be not only useful to the Apps installed in the smartphone but also to the networking technologies. Following examples can be considered:
… …
[bookmark: _Toc463003114]5.35.2	Potential Service service Requirementsrequirements
Void.
[bookmark: _Toc463003115]5.35.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003116]5.36	In-network and device caching
[bookmark: _Toc463003117]5.36.1	Description
Video based services and applications have been instrumental for the massive growth in mobile broadband traffic. The forecast for mobile data traffic [27] seems to suggest that the video services will continue to remain a key driver for future growth in mobile data traffic; by 2019, as much as 70% of the total mobile data traffic is expected to be video based. Simultaneously, over the last decade, advances in the semiconductor technologies have driven down the unit cost and volume of storage devices, thereby allowing for a flexible and cost effective deployment of in-network content caching entities at the edge of the network. In-network caching is an effective way to deliver video, webpages, etc.
Deploying in-network content caching at the edge is an effective way to deliver video, webpages, etc. and;
1) provides a better user experience (lower latencies and channel switching times) for the end-user, 
2) allows the operators to dimension their network and backhaul more cost-effectively and 
3) in some scenarios, efficiently utilize its limited radio resources. 
This use case is related to the use case category #14 in Annex A of the NGMN white paper [2] and to the technology building blocks, "“UE centric network"” and "“smart edge node"”, in Annex D of the paper.
… …
[bookmark: _Toc463003118]5.36.2	Potential Service service Requirementsrequirements
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[bookmark: _Toc463003119]5.36.3	Potential Operational operational Requirementsrequirements
… …
[bookmark: _Toc463003120]5.37	Routing path optimization when server changes
[bookmark: _Toc463003121]5.37.1	Description
As mentioned in [3], the further development of mobile internet Internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay.
In order to ensure good user experience, the server near to the end-user may be utilized to serve these types of services, and the operator network needs to ensure optimized data path between end-user and server to address the immersive services requirement on delay, for example, based on the terminal and server location.
Pre-conditions
One service provider provides an application for enterprise users, and the enterprise users may run the application on their terminal and access server.
In order to ensure good service experience, the service provider may deploy the application in multiple servers in order to keep the active application as near as possible to the user when the user moves.
The service provider signs service agreement with the operator. The operator network may re-route path for the user'’s application traffic when the application location changes to another server closer to the end-user'’s UE.
Service Flowsflows
1. The user'’s terminal runs the enterprise application, and the related application server resides in one server near the user. 
2. The user moves. 
3. The service provider decides to activate application on another server closer to the new user location to ensure consistent user experience.
4. When a new closer server is ready to serve the user'’s application, the operator network selects one optimized routing path based on the UE location, the new server location and operator policy.
Post-conditions
The application on the user'’s terminal communicates with the application server residing in the new server via the optimized path.
[bookmark: _Toc463003122]5.37.2	Potential Service service Requirementsrequirements
… …
[bookmark: _Toc463003123]5.37.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003124]5.38	ICN Based based Content content Retrievalretrieval
… …
[bookmark: _Toc463003126]5.38.2	Potential Impacts impacts or Interactions interactions with Existing existing Servicesservices/Featuresfeatures
Void.
[bookmark: _Toc463003127]5.38.3	Potential Requirementsrequirements
… …
[bookmark: _Toc463003128]5.39	Wireless Briefcasebriefcase
[bookmark: _Toc463003129]5.39.1	Description
This use case provides a user with Personal Content Management (PeCM) of all of their traditionally stored HDD information in the form of a Flat Distributed Personal Cloud (FDPeC) facilitated over the 3GPP communications network.
Today there are many single-stop cloud providers but they are all centralised and have notable latency even when accessed by fast communications links to the internet.
What is proposed here is a "‘distributed cloud"’ accessed over the 3GPP communications network and always aware of the latest changes that a user is making to their personal information and stored files.
A user would need to carry only their 3GPP communications device in order to access any of their personal content information/files.
The FDPeC comprises multiple "‘distributed"’ storage locations: i) at the 3GPP device, ii) at the 3GPP edge node cache that they are currently camped on and iii) at the user'’s nominated Internet Cloud store.
The users Most Recently Used (MRU) information/files are stored at the 3GPP device and/or at the 3GPP edge node cache
The Least Recently Used (LRU) information/files are stored at the Internet Cloud store.
Over time the user'’s information/files are all stored at the Internet Cloud store.
As the user moves, his information is stored at different parts of the composite FDPeC in order to minimise latency and manage the cloud across the available communications options that the user can access at this time and in this environment.
Such a service could also provide a student wireless backpack, where students can resume their work through the same or a different device at a time convenient to them, with very fast response times from the network.
Pre-conditions
The user has subscribed to an Internet Cloud store
The user has subscribed to an operator'’s or service provider'’s FDPeC
Service Flowsflows
1.	A user is at work; his 3GPP device is on the desk and operates as a communication bridge to a local machine that has 3GPP/WiFi connectivity, a human interface and a processor with a set of local applications and the user'’s FDPeC. 
2.	The user'’s 3GPP device has automatically security validated that the applications on the local machine are valid for this user and enabled them for access to the FDPeC whilst the user is in short range of the local machine. 
3.	The user walks away from the desk and takes his 3GPP device with him. 
4.	The FDPeC system tracks the user/3GPP device with all of his MRU and open documents/information ported on his device and ends the security validation with the local machine on the desk.
5.	The user/device moves to another location in the car or at home and moves into range of the new local machine and security validates with this new set of equipment (if the user has previously camped on this equipment)
6.	In this way the user can move around to different local machines and has to carry only his device with him.
7.	Initial validation of the user'’s device with a particular local machine is enabled by operating a simple security software application running on the local machine and validating the device to it using the device and SIM security as the security anchor.
Post-conditions
Void.
[bookmark: _Toc463003130]5.39.2	Potential Impacts impacts or Interactions interactions with Existing existing Servicesservices/Featuresfeatures
Void.
[bookmark: _Toc463003131]5.39.3	Potential Requirementsrequirements
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[bookmark: _Toc463003134]5.40.2	Potential Service service Requirements requirements 
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[bookmark: _Toc463003135]5.41	Domestic Home home Monitoringmonitoring
[bookmark: _Toc463003136]5.41.1	Description
With the advent of bespoke home monitoring systems provided by utility companies for monitoring utility resource usage and home security vendors providing burglar and video monitoring systems, there is a proven market for these IoT systems. Many of these systems provide remote access over Wi-Fi or Ethernet /local control unit and some provide WiFi/Smartphone interconnection.
However, these systems do not directly interface with 3GPP mobile systems and are in effect ‘capillary IoT inputs to the basic IP interface provided by 3GPP mobile systems and often use the 3GPP system in a notably inefficient manner. Also such capillary IoT systems do not interwork together across vendors.
What is required is some form of integrated IoT concentrator capability at the smartphone device that integrates/interworks and normalises the information from these devices at the home in a standardised manner and is able to relay this information to another mobile for use/ remote control of the home.
This use case proposes the introduction of a category of device and/ or feature additions to a standard smartphone device that is 3GPP system capable to enable a local fixed, potentially mains powered device or battery powered mobile device to interwork with existing capillary IoT systems, consolidate and selectively forward information towards either another fully functioning mobile device or a home minding head end application.
It is envisaged that such a capability would enable a remote homeowner to operate a use case that efficiently remotely monitors and controls their home in an efficient, fast, efficient manner using a static mobile IoT concentrator which connects to 3GPP systems.
Further, as the "‘IoT Home Concentrator"’ is static and only communicates low volumes of data then the device could operate a low maintenance group connection towards the network on potentially a low bit rate link with moderate latency.
Today the context of such a device is not standardised so a complex home system is usually notably inefficient (as a system) when operated without a concentrator with each IoT stream operated as a separate communications stream over the 3GPP system.
Pre-conditions
Local low complexity mobile deployed in the home with a concentrator application running to interface to capillary systems.
Remote head end application "‘home minder"’ and or personal mobile application interface towards the concentrator static mobile.
Service Flowsflows
1.	The subscriber purchases Off-The-Shelf (OTS) IoT devices and systems as today.
2.	The subscriber purchases a 3GPP home IoT concentrator/IoT bridge device
3.	The subscriber configures their concentrator device
4.	The Subscriber obtains a 3GPP home concentrator interface enabled application for their mobile device
5.	The subscriber may monitor or control all of their home IoT systems for sensing and actuation.
6.	Additionally, when in the house the subscriber may control all devices that connect to their home controller 3GPP device, potentially making use of the "“local control UC"” already detailed in the SMARTER specification.
7.	Additionally, when the user is out of the house they can delegate to another application potentially hosted at the network operator or by one of the utility companies (to which the mobile subscriber has subscribed) an application to manage their home when they are away on business/ holiday through a delegation of authority control capability.
Post-conditions
Void.
[bookmark: _Toc463003137]5.41.2	Potential Impacts impacts or Interactions interactions with Existing existing Servicesservices/Featuresfeatures
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… …
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[bookmark: _Toc463003145]5.43.2	Potential Service service Requirements requirements 
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[bookmark: _Toc463003147]5.44	Cloud Roboticsrobotics
[bookmark: _Toc463003148]5.44.1	Description
Rather than viewing robots and automated machines as isolated systems with limited computation and memory, Cloud cloud Robotics robotics considers a new paradigm where robots and automation systems exchange data and perform computation via networks. Cloud robotics would allow robots to offload compute-intensive tasks like image processing and voice recognition and even download new skills instantly.
For instance, a robot that finds an object that it's never seen or used before (e.g., a plastic cup). The robot could simply send an image of the cup to the cloud and receive back the object’s name, a 3-D model, and instructions on how to use it.
A robot would send video/audio of what it is seeing/hearing and data collected to the cloud in real time, receiving in return detailed information about the environment and action instructions. Using the cloud, a robot could improve capabilities such as speech recognition, language translation, autonomous car, path planning, and 3D mapping.
It is supposed that cloud robotics will be widely used in future for industry and living, for example, each family has one or several cloud robotics that are connected to the 3GPP network. In addition, robots can play an important role in assisting people with disabilities, e.g., helping students with special needs to interact with their educational environment and people around them.
[bookmark: _Toc463003149]5.44.2	Potential Service service Requirements requirements 
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[bookmark: _Toc463003150]5.44.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003151]5.45	Industrial Factory factory Automationautomation
[bookmark: _Toc463003152]5.45.1	Description
Factory automation requires communications for closed-loop control applications. Examples for such applications are robot manufacturing, round-table production, machine tools, packaging and printing machines. In these applications, a controller interacts with large number of sensors and actuators (up to 300), typically confined to a rather small manufacturing unit (e.g., 10 m x 10 m x 3 m). The resulting S/A density is often very high (up to 1/m3). Many of such manufacturing units may have to be supported within close proximity within a factory (e.g. up to 100 in assembly line production, car industry).
In the closed-loop control application, the controller periodically submits instructions to a set of S/A devices, which return a response within a cycle time. The messages, referred to as telegrams, typically have small size (<50 Bytes). The cycle time ranges between 2 and 20 ms setting stringent latency constraints on to telegram forwarding (<1 ms to10 ms). Additional constraints on isochronous telegram delivery add tight constraints on jitter (10-100 us). Transport is also subject to stringent reliability requirements measured by the fraction of events where the cycle time could not be met (<10-9). In addition, S/A power consumption is often critical. 
Traditionally closed-loop control applications rely on wired connections using proprietary or standardized field bus technologies. Often, sliding contacts or inductive mechanisms are used to interconnect to moving S/A devices (robot arms, printer heads, etc.). Further, the high spatial density of sensors poses challenges to wiring. 
WSAN-FA, which has been derived from ABB'’s proprietary WISA technology and builds on top of 802.15.1 (Bluetooth), is a wireless air interface specification that is targeted at this use case. WSAN-FA claims to reliably meet latency targets below 10-15 ms with a residual error rate of <10-9. WSAN-FA uses the unlicensed ISM 2.4 band and is therefore vulnerable to in-band interference from other unlicensed technologies (WiFi, ZigBee, etc.).
To meet the stringent requirements of closed-loop factory automation, the following considerations may have to be taken:
-	Limitation to short range communications between controller and sensors/actuators.
-	Allocation of licensed spectrum for closed-loop control operations. Licensed spectrum may further be used as a complement to unlicensed spectrum, e.g., to enhance reliability.
-	Reservation of dedicated air-interface resources for each link.
-	Combining of multiple diversity techniques to approach the high reliability target within stringent latency constraints such as frequency-, antenna-, and various forms of spatial diversity, e.g., via relaying, etc.
-	Utilizing OTA time synchronization to satisfy jitter constraints for isochronous operation.
-	Network access security used in an industrial factory deployment is provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.
Related material can be found in [11], [12], [13], and [14].
Pre-conditions
Void.
Service Flowsflows
A typical industrial closed-loop control application is based on individual control events. Each closed-loop control event consists of a downlink transaction followed by a synchronous uplink transaction both of which are executed within a cycle time, Tcycle. Control events within a manufacturing unit may have to occur isochronously.
… …
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[bookmark: _Toc463003155]5.46	Industrial Process process Automationautomation
[bookmark: _Toc463003156]5.46.1	Description
Process automation requires communications for supervisory- and open-loop control applications, process monitoring and tracking operations on field level inside an industrial plant. In these applications, a large number of sensors (~10 k) are distributed over the plant forward measurement data to process controllers on a periodic and/or event-driven base. Traditionally, wireline field bus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of the plant (~10 km2), the large number of sensors and the high deployment complexity of wired infrastructure, wireless solution have made inroads into industrial process automation. Presently, high growth rates are expected in the migration from wireline to wireless solutions for industrial process manufacturing.
The use case requires support of a large number of sensor devices (10 k) per plant as well as highly reliable transport (packet loss rate <10-5). Further, power consumption is critical since most sensor devices are battery-powered with a targeted battery lifetimes of several years while providing measurement updates every few seconds. Also, range becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. Latency requirements typically range between 100 ms and 1 s. Data rates can be rather low since each transaction typically comprises less than 100 B.
The existing wireless technologies (e.g., WirelessHART and ISA100.11a) rely on unlicensed technologies (802.15.4) operating in the ISM 2.4 band. Transport is therefore vulnerable to interference caused by other technologies (e.g., WiFi, Bluetooth). This sensitivity can be more significant given the low transmit power level of the sensors. With the stringent requirements on transport reliability, such interference is detrimental to proper operation.
… …
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[bookmark: _Toc463003158]5.46.3	Potential Operational operational Requirementsrequirements
Void.
[bookmark: _Toc463003159]5.47	SMARTER Service service Continuitycontinuity
[bookmark: _Toc463003160]5.47.1	Description
Service continuity in mobile networks is often perceived as being synonymous with IP address preservation. To enable service continuity today, the mobile device is typically assigned an IP address that is hosted at an "“IP anchor"” node residing sufficiently deep inside the core network. The traffic between the mobile device and the IP anchor node is tunnelled, whereas IP routing is used only within the packet data network that starts at the IP anchor node. Even though this tunnelled data path may lead to very inefficient resource use in certain scenarios (e.g., two UEs under the same eNB communicating with each other via a long hairpin), this is still done in order to support the IP address preservation.
However, many applications today can survive an IP address change. One example are SIP (Session Initiation Protocol) based applications, where a "“SIP reINVITE"” message is sent in order to update the remote party of the new IP address that will be used as the contact address for future user plane traffic. Another example are is DASH (Dynamic Adaptive Streaming over HTTP) based applications which not only can survive a change in IP address, but can also resume with content delivery from a different content distribution server. This is enabled by associating the content segments with a globally unique transport-independent labels (URLs), so that the streaming client can always determine the next-in-line content segment and request it from the content distribution network (including from a different server).
… …
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… …
Pre-conditions
1.	One UAV Controller has the ability to control 4 UAVs
2.	UAVs have the ability to autonomously create flight formations
3.	UAVs have direct links to each other and do not need to go back to a controller
4.	One of the UAVs is deemed the "‘lead"’ UAV the 3 other UAVs are considered "‘follower"’ UAVs
5.	One UAV is beyond line of sight and operating independently of 4 UAVs previously mentioned
6.	Route for UAVs has been determined 
Service Flows
Communication to be node to node (includes mesh) unless beyond line of sight. If beyond line of sight the mobile network will be utilized for communication.
1.	UAV Controller launches search UAVs
2.	The lead UAV shares its current position with the follower UAVs 
3.	Follower UAVs calculate control changes necessary to reach the desired position in order to create a flight formation
4.	UAV Controller monitors health status of UAVs while UAVs are in route to search area 
5.	One UAV spots a suspect and sends target alert to other 3 UAVs and UAV Controller
6.	Other UAVs create a perimeter around suspect ensuring he/she can'’t evade UAVs
7.	Lead UAV notifies a UAV beyond line of sight, by sending communication through the mobile network (WAN), indicating there is a suspect being pursued 3 miles south of the UAV'’s current location
8.	As suspect moves UAVs collaboratively adjust to maintain appropriate perimeter 
9.	UAV Controller notifies authorities 
… …
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The vision of 2020 and beyond includes a great deal of use cases with massive number of devices (e.g., sensors, actuators and cameras) with a wide range of characteristics and demands. This family will include both low-complexity/long-range/low-power MTC as well as broadband MTC. All these devices are communicating with each other and with (servers/applications on) the network. Together this forms the Internet- of- Things.
A typical example of the Internet- of- Things would be a building climate control system. There is a climate control server that communicates with all kinds of sensors/actuators (temperature, humidity, valves, et ceteraetc.) in the building. The climate control server may also communicate with sensors/actuators used by other systems (e.g., door sensors can be used for the security system and for climate control), it may use external sensors (e.g., local weather sensors), and it will communicate with external devices for notifications and remote control (e.g. with the building manager'’s phone).
Another relevant example is Wearable wearable Devicesdevices. The NGMN 5G Whitepaper mentions: "“Fitness-related applications, such as activity and body monitoring applications that track walking, running, and biking activities, metabolic rate, cardiovascular fitness, sleep quality, etc. will constitute a significant vertical market in M2M services. Some of these applications will utilize body or personal area networks to collect biometric information and then use cellular networks to transmit it back to centralized data acquisition sites"”.
Within the Internet- of- Things there will be very high densities of connections. NGMN mentions an active connection density of 200,000 / km2. 5G-PPP mentions a device density of 1 M / km2. 
Devices in the Internet- of- Things need to be able to communicate with servers/applications in the network and with other devices. In order for the devices to be reachable, they need to be identifiable and addressable. 
Different scenarios may have an impact on how devices can be reached and addressed:
-	Some devices are always connected and are not very mobile. These are always reachable and may e.g., have a permanent IP address.
-	Some devices are always connected but mobile. These are always reachable, but due to their mobility have dynamic IP addresses.
-	Some devices are connected via a gateway device. These devices may be always reachable, but have to be addressed via their gateway.
-	Some devices are not always connected (e.g., because of power constraints). These devices may be "‘reachable"’ via a virtual representation in the network (e.g., an API on a network server through which the latest measurements from the sensor are available).
NOTE: 	In 5G architecture, these "‘virtual representations"’ can be located on any virtual machine in the network. They will also need to be found.
-	Sometimes a device may reach another device via direct radio communication. This may also take the form of ad-hoc networking.
In order for the Internet- of- Things not to become a collection of Intranets- of- Things, reachability and addressability should be ensured across different domains. There ideally should be an easy / common way to identify a particular device and then use that identifier to reach and address the device, independently from how the device is connected. If originating servers/applications or devices have to use different ways of identification and addressing dependent on how a device is connected, the Internet- of- Things is unlikely to come to fruition.
Related material can be found in;
-	NGMN 5G White Paper [2]
-	Use Cases/ Massive Internet of Things (IoT)
-	Connection Density
-	5G-PPP whitepaper [22]
-	Figure 2, radar diagram on 5G disruptive capabilities
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The 3GPP system shall be able to provide fronthaul/backhaul network sharing information and capabilities to other network operators.
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The 3GPP system shall allow network operators to be able to share fronthaul/backhaul network resources.
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This use case describes the scenarios for the wearable device charging issue. The wearable device should have a subscription associated to its own subscriber'’s identity (e.g., IMSI). When the wearable device communicates with network directly, the 3GPP system will be able to collect charging data for the wearable device. When the wearable device communicates with network via a smart phone, there are several scenarios for the wearable device charging issue.
Pre-conditions
John has a smart watch and a smart phone. Tom has a smart phone. John and Tom are friends. Each device has a subscription associated to its own subscriber's identity (e.g., IMSI). Each device can independently communicate with network and the smart watch can connect with the network via a smart phone. Compared to the smart phone, the smart watch has smaller shape, lower power capacity and lower BB&RF capability.
Service Flowsflows
For the direct link scenario, John makes a call using his smart watch. The smart watch directly connects the network of PLMN A. The 3GPP system of PLMN A will collect charging data for John'’s smart watch.
For the indirect link scenario, there are 4 scenarios for the wearable device charging issue.
1.	John'’s smart watch and John’s smart phone have subscriptions associated with each other in the same PLMN A. John makes a call using his smart watch. John'’s smart watch connects to the network through his smart phone, which is managed and controlled by network of PLMN A. The 3GPP system of PLMN A will collect charging data for both of his wearable device and his smart phone together.
2.	John'’s smart watch and John'’s smart phone have different subscriptions, which belong to the same PLMN A. John makes a call using his smart watch. John'’s smart watch connects to the network through his smart phone, which is managed and controlled by network of PLMN A. 
2.1 The 3GPP system of PLMN A will collect charging data of his smart watch and the smart phone both for his smart phone'’s subscription.
2.2 The 3GPP system of PLMN A will collect charging data of his smart watch for his smart watch'’s subscription.
3. 	John'’s smart watch and John'’s smart phone have different subscriptions, which belong to the different PLMNs. John'’s smart watch belongs to the PLMN A and John'’s smart phone belongs to the PLMN B. John makes a call using his smart watch. John'’s smart watch connects to the network through his smart phone, which is managed and controlled by network of PLMN B. The 3GPP system of PLMN B will collect charging data of his smart watch for his smart watch'’s subscription. This charging case for the smart watch is in the roaming case.
4. 	John'’s smart watch and Tom'’s smart phone have different subscriptions. 
4.1 John'’s smart watch and Tom'’s smart phone belong to the same PLMN A. John makes a call using his smart watch. John'’s smart watch connects to the network through Tom'’s smart phone, which is managed and controlled by network of PLMN A, when Tom permits his smart phone to relay the traffic data of John'’s smart watch to the network. The 3GPP system of PLMN A will collect charging data of John'’s smart watch for his smart watch'’s subscription.
4.2 John'’s smart watch and Tom'’s smart phone belong to the different PLMNs. John'’s smart watch belongs to the PLMN A and John'’s smart phone belongs to the PLMN B. John makes a call using his smart watch. John'’s smart watch connects to the network through Tom'’s smart phone, which is managed and controlled by network of PLMN B, when Tom permits his smart phone to relay the traffic data of John'’s smart watch to the network. The 3GPP system of PLMN B will collect charging data of John'’s smart watch for his smart watch'’s subscription. This charging case for the smart watch is in the roaming case.
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[bookmark: _Toc463003272]6.1	Considerations on security
Considerations on security can be found in TR 22.861 [30], TR 22.862 [31], TR 22.863 [32], and TR 22.864 [33], and consolidated into TR 22.864 [33].
NOTE:	The use cases related to eV2X have not been included in the listed TRs. The documentation of security considerations related to them is for further study.
[bookmark: _Toc463003273]6.2	Considerations on grouping of use cases
The use cases in Clause 5 can be grouped in the following categories;
enhanced Mobile Broadband (eMBB)
Higher Data data Ratesrates
5.5  Mobile broadband for indoor scenario
5.6  Mobile broadband for hotspots scenario (duplicate with NEO)
5.56 Broadcasting Support support (duplicate with NEO)
5.71 Wireless Local local Loop loop (duplicate with NEO)

Higher Densitydensity
5.5  Mobile broadband for indoor scenario
5.6  Mobile broadband for hotspots scenario (duplicate with NEO)
5.7  On-demand networking (duplicate with NEO)
5.32 Improvement of network capabilities for vehicular case (duplicate with eV2X)

Deployment and Coveragecoverage
5.5  Mobile broadband for indoor scenario
5.10 Mobile broadband services with seamless wide-area coverage (duplicate with eV2X)
5.11 Virtual presence (duplicate in CriC) 
5.30 Connectivity Everywhereeverywhere
5.66 Broadband Direct Air to Ground Communications (DA2GC)
5.71 Wireless Local local Loop loop (duplicate with NEO)
5.72 5G Connectivity connectivity Using using Satellites satellites (duplicate with NEO & CriC)

Higher User user Mobilitymobility
5.6 Mobile broadband for hotspots scenario 
5.10 Mobile broadband services with seamless wide-area coverage (duplicate with eV2X)
5.29 Higher User user mobility
5.53 Vehicular Internet & Infotainmentinfotainment
5.66 Broadband Direct Air to Ground Communications (DA2GC)

Critical communications (CriC)
Higher reliability and lower latency
5.1  Ultra reliable communication
5.11 Virtual presence (duplicate in eMBB)
5.18 Remote control
5.44 Cloud Roboticsrobotics
5.45 Industrial Factory factory Automationautomation
5.46 Industrial Process process Automation automation 
5.50 Low-delay speech coding
5.54 Local UAV Collaborationcollaboration
5.68 Telemedicine Supportsupport

Higher reliability, higher availability and lower latency
5.12 Connectivity for drones
5.13 Industrial control
5.65 Moving ambulance and bio-connectivity

Very low latency
5.14 Tactile internetInternet
5.15 Localized real-time control
5.17 Extreme real-time communications and the tactile Internet

Higher accuracy positioning
5.12 Connectivity for drones
5.18 Remote control
5.43 Materials and inventory management and location tracking (duplicate with mIoT)
5.54 Local UAV Collaborationcollaboration
5.55 High Accuracy accuracy Enhanced enhanced Positioning positioning (ePositioning) (duplicate with NEO)

Higher availability 
5.72 5G Connectivity connectivity Using using Satellites satellites (duplicate with eMBB & NEO)

Mission critical services
5.1  Ultra reliable communication
5.2  Network Slicingslicing
5.3  Lifeline communications / natural disaster
5.12 Connectivity for drones
5.31 Temporary Service service for Users users of Other other Operators operators in Emergency emergency Casecase
5.54 Local UAV Collaborationcollaboration
5.65 Moving ambulance and bio-connectivity
5.68 Telemedicine Supportsupport
5.72 5G Connectivity connectivity Using using Satellitessatellites

Massive Internet of Things (MIoT)
Operational Aspectsaspects
5.19 Light weight device configuration
5.21 IoT Device device Initializationinitialization
5.22 Subscription security credentials update
5.24 Bio-connectivity
5.25 Wearable Device device Communicationcommunication
5.40 Devices with variable data
5.41 Domestic Home home Monitoringmonitoring
5.59 Massive Internet of Things M2M and device identification
5.63 Diversified Connectivityconnectivity
5.67 Wearable Device device Chargingcharging

Connectivity Aspectsaspects
5.24 Bio-connectivity
5.25 Wearable Device device Communicationcommunication

Resource Efficiency efficiency Aspectsaspects
5.20 Wide area monitoring and event driven alarms
5.24 Bio-connectivity
5.25 Wearable Device device Communicationcommunication
5.40 Devices with variable data
5.41 Domestic Home home Monitoringmonitoring
5.42 Low mobility devices (duplicate with NEO)
5.43 Materials and inventory management and location tracking
5.60 Light weight device communication

Network operation (NEO)
System flexibility
5.2  Network slicing
5.8  Flexible application traffic routing
5.37 Routing path optimization when server changes
5.48 Provision of essential services for very low-ARPU areas
5.49 Network capability exposure
5.56 Broadcasting Support support (duplicate with eMBB) 
5.57 Ad-Hoc hoc Broadcastingbroadcasting
5.64 User Multimulti-Connectivity connectivity across operators
5.69 Network Slicing slicing – Roamingroaming
5.70 Broadcast/Multicast multicast Services services using a Dedicated dedicated Radio radio Carriercarrier
5.73 Delivery Assurance assurance for High high Latency latency Tolerant tolerant Servicesservices
5.74 Priority, QoS and Policy policy Controlcontrol

Scalability
5.7  On-demand networking (duplicate with eMBB)
5.9  Flexibility and scalability
5.35 Context Awareness awareness to support network elasticity
5.51 Network enhancements to support scalability and automation

Mobility support
5.34 Mobility on demand
5.47 SMARTER Service service Continuitycontinuity
5.42 Low mobility devices (duplicate with mIoT)

Efficient content delivery
5.36 In-network & device caching
5.38 ICN Based based Content content Retrievalretrieval
5.39 Wireless Briefcasebriefcase

Self-backhauling
5.6  Mobile broadband for hotspots scenario (duplicate with eMBB)
5.52 Wireless Selfself-Backhaulingbackhauling
5.61 Fronthaul/Backhaul backhaul Network network Sharingsharing

Access
5.3  Lifeline communications / natural disaster
5.23 Access from less trusted networks
5.26 Best Connection connection per Traffic traffic Typetype
5.27 Multi Access access network integration
5.28 Multiple RAT connectivity and RAT selection
5.31 Temporary Service service for Users users of Other other Operators operators in Emergency emergency Casecase
5.55 High Accuracy accuracy Enhanced enhanced Positioning positioning (ePositioning) (duplicate with CriC)
5.58 Green Radioradio
5.71 Wireless Local local Loop loop (duplicate with eMBB)
5.72 5G Connectivity connectivity Using using Satellites satellites (duplicate with eMBB & CriC)

Security
5.62 Device Theft theft Preventions preventions / Stolen stolen Device device Recoveryrecovery

Migration and interworking
5.4  Migration of services from earlier generations
5.16 Coexistence with legacy systems

eV2X
5.10 Mobile broadband services with seamless wide-area coverage (duplicate with eMBB)
5.32 Improvement of network capabilities for vehicular case (duplicate with eMBB)
5.33 Connected vehicles
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Time Delay analysis
[bookmark: _Toc463003279]A.1		Time Delay delay Scenarios scenarios 
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