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1 Introduction
The requirements for low-delay speech and video coding described in TR 22.262 are not completely clear.  This contribution discusses different interpretations, use cases, and limitations that should be considered when translating these requirements into normative specifications.
2 Audio Latency
TR 22.262 requires that,

[CPR 7.5-005] The 3GPP system shall support low-delay speech and audio coding (10 ms, value TBC)).

It appears that this requirement is meant to cover the audio encoding, transmission, decoding, and rendering delays of a service. Furthermore, clause 5.50.1 of TR 22.891 states:
When voice is used in a highly interactive environment, e.g., a multiplayer game or a virtual reality meeting, the requirements on the speech coding delay become tougher to meet, and current coding delays are too high. To support interactivity, the one-way delay for speech should be 10 ms (or lower).

It is not clear where the [10ms] one-way delay requirement comes from. Possibilities include: (1) a desire to align audio delay requirements with the motion-to-photon latency targets for Virtual Reality video rendering, (2) motion-to-sound latency requirements for Virtual Reality audio rendering, or (3) specific studies of one-way (mouth to ear) transmission delays beyond those provided by ITU-T G.114. 
A distinction is made by the source between motion-to-sound latency and one-way audio transmission delays. To analyse this further we consider some general models for use cases involving audio latency.

2.1 Low-latency Audio Use Case Models
2.1.1 VR client motion-to-sound latency
In this model all the audio information is captured (conferencing/live-streaming) or retrieved (pre-stored) and streamed to the client in 3D audio.  Based on the pose/position change of the receiving user, the client renders the spatialized audio for this new position within [10ms] of the receiving user’s motion.  Figure illustrates  different delay components of this use case model.

DISCLAIMER: The values in Figure 1 are not intended to represent any one particular client implementation. Instead, they are meant to give rough estimates of different delays involved in the system and serve as a baseline for discussion. The specific example depicted considers a delay-efficient scene-based audio solution, but similar system delay components exist for channel-based and object-based audio solutions.
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Figure 1 Component delays of client motion-to-sound latency model

Because omnidirectional video and audio scenes are transmitted in this use case, the sound and video scene rendered after motion are derived entirely in the client from the data transmitted.

Observations:
· VR client motion-to-sound latency is limited to local client delays and excludes audio encoding / decoding and transmission delays.
· The one-way transmission delay depicted includes only audio decoding and downlink delays (VR streaming use case). For video/audio streaming use cases, this delay is mostly not of impact. For conversational use cases, the audio encoding and uplink delays need to be included as well (not depicted). Generally, guidance for one-way transmission delays for conversational purposes is given by ITU-T Recommendation G.114.
· The motion-to-sound latency is significantly lower than the one-way delay for speech (no encoding/decoding and transmission delays in the path). Even so, the need for audio filtering, processing and communication within audio components make an eventual requirement of 10ms very challenging if not impractical.
The end-to-end latency requirements for capturing+encoding+transmitting+decoding+rendering audio for conferencing and live streaming, and the streaming+decoding+rendering of audio for non-live streaming, follow the same end-to-end requirements as for non-VR cases, e.g., VR conferencing follows the same requirements as described in ITU-T G.114.

2.1.2 VR single-user client-server motion-to-sound latency (3DOF and 6DOF)
In this model the server renders the spatialized audio based on the pose/position of the user reported by the client.  The server streams the spatialized audio signal to the client for local rendering to the user.
Multiple implementation and partitioning possibilities exist for the delay components in this use case. Figure 2 illustrates a possible implementation and different delay components of this model.
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Figure 2 - Component delays of single-user client-server motion-to-sound latency model
Observations
· The client-server motion-to-sound latencies are likely to be higher and significantly exceed a 10ms target. This is mostly due to the introduction of network transmission delays and eventual audio coding for transmission.
· One-way transmission delay includes audio encoding / decoding and transmission delays, but this delay is mostly not relevant to user experience within certain limits.
· Note: Within this structure, because the sound scene is rotated at the server side, a new sound scene corresponding to a new pose could be transmitted after user movement, enabling 6DOF.
In this model the motion-to-sound latency applies to all of the above actions: 

1. motion-detection at the client

2. transmission of pose/position information to the server

3. spatial rendering or retrieving of appropriate files of the audio signal at the server

4. transmission of the spatial audio signal from the server back to the client

5. rendering of the audio by the client to the user.
2.1.3 Multi-user experience: conversational
ITU-T recommendation G.114 documents the use of the E-model for speech applications and the effect of delay can be seen in the following graph of Transmission Rating, R, versus delay.
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It can be clearly seen that an improvement of delay below 150ms produces no additional perception improvement at the receiving party.

For this reason, we propose that for conversational services we may relax the low-latency audio KPI to meet this ideal threshold.
2.2 Algorithmic Delay of Audio Codecs

Aside from the latencies introduced by implementations, which can continue to be reduced with faster processors, most modern audio codecs have inherent algorithmic delays introduced by their frame structure and algorithms.  To achieve better compression audio codecs use frame lengths and process data on the order of several 10s of milliseconds which sets the lowest amount of encoding delay that can be achieved.

For example, the latest 3GPP speech codecs have algorithmic delays ranging between 27-32ms.  

Therefore, these limitations should also be considered when evaluating the different use case models that are to be supported by 3GPP.  In some cases, new codecs may need to be specified.
3 Conclusions

The [10ms] one-way speech delay requirement may be difficult, if not impractical for VR audio systems. Furthermore, this value deviates largely from one-way speech latency recommendations found in ITU-T G.114 (150ms), for reasons unclear from the current text. Therefore, the requirements for low-latency audio need to be clarified further as this has an impact on the system requirements as well as the codecs that can be used.
Therefore we could see the following suggestion as clarifying and improving the specificity the SMARTER requirements for low-latency audio:

	Current potential requirement 

	Comments
	Proposal

	From CriC TR 22.862 clause 7.5
	
	

	[CPR 7.5-005] The 3GPP system shall support low-delay speech and audio coding (10 ms). [REF!]


	Propose to divide the requirement to state the circumstances for various KPIs:

1) Specify that 10ms applies only to processing undertaken locally at the device

2) Specify a seperate, increased KPI for client-server latency
3) Specify a separate, increased, KPI for conversational VR services to align with the demonstrated "mouth-to-ear" delays in ITU_T G.114

Also propose to remove [REF!]
	The 3GPP system shall support low-delay speech and audio coding (10 ms, limited to local client operations).  

The 3GPP system shall support low-delay speech and audio coding (60 ms, including client-server operations). 

The 3GPP system shall support low-delay speech coding for conversational services (150ms, one way)


4 Proposal

x.x.


Low latency and high reliability
The 3GPP system shall support low-delay speech and audio coding (10 ms, limited to local client operations).

The 3GPP system shall support low-delay speech and audio coding (60 ms, including client-server operations). 

The 3GPP system shall support low-delay speech coding for conversational services (150 ms, one-way)
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