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Abstract: This discussion paper presents the visions of two EU-funded collaborative research projects (ADEL and SPEED-5G) on which are the most important use cases in future 5G networks to be taken particualry care of, from the perspective of enhanced spectrum access matters.The two projects span different time windows (ADEL started in 2013 whereas SPEED-5G in 2015) thus providing together a good picture of the evolution of the discussions on LSA / DSA topics in the broader international research community.References to existing SDO documents will be provided when applicable to better show how those projects follow and at the same time try to steer the work done in standards bodies. The vision on use cases here presented derives from the work of a total of 17 partners including network operators, equipment manufacturers, technology providers, research institutes and academics.
More info on the projects can be found at “www.fp7-adel.eu” and in “speed-5g.eu”.
ADEL
ADEL general description
The ADEL (Advance Dynamic spectrum 5G mobile networks Employing Licensed shared access) consortium is composed of the following partners:
· Universities: The University of Edinburgh (UK, project coordinator), Trinity college Dublin (IR), Technische Universität Darmstadt (DE);
· Research centers: Athens Information Technology (GR), Eurecom (FR);
· Large companies: Intel (DE), Thales Communications and Security (FR), Portugal Telecom Inovação (PT).

The ADEL projects focuses on exploring the potential of Licensed Shared Access (LSA) as a key enabler for 5G mobile broadband networks, by developing collaborative DB assisted sensing techniques, dynamic radio-aware resource allocation and cooperative communications, with the final goal of providing an order of magnitude improvement in spectral efficiency, more energy and cost efficient mobile broadband networks. More info on ADEL can be found at http://www.fp7-adel.eu .

ADEL vision on LSA is that by constraining LSA approaches to a predefined behaviour, as currently proposed by regulatory bodies, many sharing opportunities are going be missed. Therefore, ADEL proposes to push LSA regulatory framework to more dynamic sharing situations, where the number of active incumbents and LSA licensees, as well as their operating frequencies, may vary over time and geography, and even so, the ‘LSA system’ reacts adequately providing the predictable QoS levels, envisioned by current regulation.

ADEL proposal is based on automatic resource allocation mechanisms to support the LSA approach in a multitude of vertical coexistence situations. By this reason, the main challenges do not come from the different characteristics of the frequencies being assigned, but from the temporal and spatial requirements that the resource allocation algorithms must fulfil.
ADEL Scenarios
ADEL defines three main scenarios (see Table 1), chosen according to their capability to highlight and set the scene for the most relevant problems ADEL wants to tackle. After describing the specificities of every scenario, one use case will be described for each scenario, to exemplify the application of the LSA concept.
[bookmark: _Ref404950058][bookmark: _Toc405252990]Table 1 – ADEL’s LSA reference scenarios and exemplificative use cases
	Scenario ID
	Resource allocation periodicity
	Coverage Area
	Use case example

	
	
	
	Incumbents
	LSA licensees
	Service to deploy using LSA

	Scenario 1
	Fast
	Large
	Military, aeronautical telemetry
	Train operator
	Backhaul of mobile broadband service inside high speed trains

	Scenario 2
	Slow
	Large
	Military, aeronautical telemetry
	MNO
	Mobile broadband service using macro cells

	Scenario 3
	Slow
	Small
	PMSE
	MNO
	Mobile broadband service using small cells


In the next sections more detailed explanations of the scenarios and use cases are provided.
[bookmark: _Ref449713822]Scenario1: Railways
The European vision for railway research and innovation, as outlined in “Railroute 2050”, illustrates the research pillars that need to be supplemented by the corresponding investment pillars. Among the incentive actions recommended by this road-map, a focus is brought to the communication area major actors to provide on-board internet access to passengers, to fulfil the goal of enhancement of on-board services.
As indicated in Figure 1, the railway communication system has evolved from the old one, expensive to maintain and not interoperable to the GSM-R one, integrated and standardized. 

[bookmark: _Ref449708382]Figure 1 - Evolution of the railway communication system
The implementation of the GSM-R system has spread in Europe over the last 12 years as shown in Figure 2.

[bookmark: _Ref449708918][bookmark: _Toc405252946]Figure 2 – GSM-R references in Europe (source [GAR2011])
The deployment of the GSM-R system focus on train control and signalling communications, with limited traffic separation, limited spectrum and low capacity. The conclusion is that it is not presently able to allow passenger access to the communication link as envisaged by “Railroute 2050”. Furthermore the difficult deployment for MNOs networks along railway lines makes the traditional mobile solutions more complex. As an example, on the Figure 3, measurements have been performed to compare the difference between the predicted outdoor coverage and the on-board measurements, from a UMTS network along the Glasgow to Edinburgh rail line. Left-hand figure corresponds to the prediction and right-hand figure to the measurements, and red portions of the line indicate the no-signal information.

[bookmark: _Ref449709567][bookmark: _Toc405252947]Figure 3- Comparison prediction and measurements from a UMTS network along rail line.
Operators and infrastructure actors are thus trying to evolve to new standard, to build up either an LTE-R (similar to the evolution of GSM towards GSM-R) or other ones to adapt high data rate capabilities to railway requirements. 
The purpose of ADEL for the railway context is to improve both the railway’s operational tasks (e.g. monitoring and message servicing, CCTV video monitoring) and the response to passenger communications needs (e.g. on-board internet access, on-line gaming) through LSA schemes.
More specifically, in this scenario, ADEL proposes to use LSA to support backhaul links between antennas located on top of moving trains and fixed base stations placed along railway tracks. Those external antennas are connected to indoor access points placed inside the train, in order to provide mobile broadband connectivity both to the to the staff’s and to the passengers’ mobile terminals using WiFi or 3G/4G mobile radio technologies.

ADEL wants to highlight that, in this scenario, LSA is used as a complement (i.e. as add-on) to the current way of implementing those backhaul links, which traditionally use other licensed spectrum.
In this scenario, the LSA band to be used is the 2300-2400MHz band. This band must be shared in time and geography with both aeronautical telemetry’s ground stations and military applications that are deployed across the extent of the railway track. This means that, in this scenario, ADEL considers that the incumbents of the 2300-2400MHz band are aeronautical telemetry and military services. Obviously, the incumbent may change when the train moves from location to location, or from country to country.
In what refers to the LSA licensee role in the 2300-2400MHz band, in this scenario, ADEL considers it is performed by a railway operator. Please remember, in order to be aligned with CEPT regulations, the use of LSA in the band 2300-2400MHz by LSA licensees is constrained to multiples of 5MHz bandwidths and TDD mode [5]. Therefore, within this scenario, the railway operator requests to the LSA system, on advance (e.g. the day before, or at the instant the train is stopped in a station), access to 20MHz of spectrum in any part of the 2300-2400MHz band. This band is intended to support backhaul links between the moving train and the fixed infrastructure, in a specific portion of the track that is expected to be crossed by the train according to a specific timetable. 
Because ADEL considers moving trains with speeds up to 360km/h (i.e. 100m/s), ADEL defends that LSA-capable fixed base stations should be placed, at least, 1km from each other, in order not to have LSA handovers before 10s. Link budget considerations at 2300MHz-2400MHz do not allow these base stations may be spaced much more than this.

	LSA band
	2300-2400 MHz

	LSA Application
	Backhaul link for mobile broadband applications inside moving trains

	Incumbents
	Aeronautical telemetry ground-stations, and military ground stations

	LSA licensee
	Railway operator

	LSA bandwidth
	Multiples of 20MHz.

	LSA allocation time period
	Multiples of 10 seconds

	LSA allocation area
	100m-wide by 1km-length along the railway track.


Table 2 - LSA allocations in railway scenario
From the end-user perspective, the scenario can be summarized with the following figure:

 (
Before departing:
Railway operator get spectrum profile
End-user enters the train:
Smartphone switches to the train’s network
Antennas on top of train:
 Used for backhaul (train-fixed base station) using the frequencies indicated in the spectrum profile;
 Used to periodically measure the LSA frequencies. This information will be used by LSA system to improve future allocations
)
[bookmark: _Toc405252950]Figure 4 – Railway scenario
From the end-user perspective, this scenario should appear as follows:
1- One hour before the scheduled departure of the train, the railway operator connects to the LSA Band Manager to request spectrum along the track that the train will cross. To deal with train delays, a 5 minute safety margin should be included in the spectrum requests.
2- Some seconds afterwards, the railway operator receives a frequency profile, indicating the LSA frequencies that should be used by the train, when it crosses specific places of the track at specific time instants. If LSA spectrum will be not available in some parts of the track, this will be immediately known by the railway operator that should decide how to solve the problem: will it have to warn the end-users some minutes before the connection breakdown, or will it rely in the legacy licensed systems. 
(NOTE: Although it will be possible that LSA spectrum might be unavailable, these situations should not be frequent. If they are frequent, this means that band was erroneously assigned to LSA by the national regulator, or the national regulator has authorized an excessive number of LSA licensees in that band).
3- This frequency profile may be immediately used by the railway operator to initiate the process of informing the base stations along the track that they have to use those frequencies to communicate with trains during those periods. This allows to start preparing the reconfiguration procedure in advance.
4- The train is stopped at the departing point. It has two improved performance LTE user equipments (i.e. an UE with more transmission power, more sensitive receivers, faster processors), with 2300-2400MHz external antennas, one placed on top of the 1st carriage and the other placed on top of last carriage. These two UE are used to connect to the fixed infrastructure and provide connectivity to the passengers through several access points distributed inside the train. While the train is at a stop, the train’s UE are connected to the fixed infrastructure, using licensed (LTE) or unlicensed (WiFi) spectrum, depending on the railway operator decision.
5- An end-user arrives to the train station. He has a smartphone that is powered-on, and registered in a mobile network.
6- The train continues stopped. The end-user enters the train. At this instant, the smartphone should detect a stronger signal coming from the train access points, and should warn the end-user that a new network has been found inside the train. This is the railway operator network. The smartphone should switch to the railway operator network automatically or manually depending on the network and the smartphone configurations. 
7- The train starts its journey. As soon as the train leaves the station, the trains’ UE become connected to the base stations placed along the track, using LTE and the frequencies described in the frequency profile obtained from the LSA band manager (step 2)
8- The train position is known accurately using the railway positioning systems. As such, whenever the train approaches a location where, according to the frequency profile obtained from the LSA band manager, the trains’ UEs have to switch to a different LSA carrier frequency, the UEs are required to inform the base stations, which will then require to the train’s UEs to handover to those frequencies. Typical LTE handover interruption times should be achieved. 
(NOTE: ADEL proposes the switching among LSA carriers is performed this way in order this switching is implemented in the same way as regular LTE handovers, i.e. these operations should be UE-assisted network-controlled operations). 
9- Meanwhile, the LTE measurement gap patterns (6ms periods repeated every 40ms) configured by the base stations along the track are used by the train’s UE to perform measurements on most of the LSA carriers in the LSA band. These measurements are transmitted, like any other LTE measurement, to the base stations along the track. The base stations then forward this information to the network OAM, which processes them and transmits the results to the LSA system. The sensing information should be used both to tune the propagation models and collect spectrum usage statistics that will assist future frequency allocation decisions. This information is also used immediately when policy violations are detected (i.e. unauthorized interference).
10-  Inside the train, the use of LSA or any other type of spectrum, should be entirely transparent to the end-users, which should use their smartphones as usually.
11- When the end-user leaves the train, the railway network signal distributed by the access points inside the train should become weaker. At this point, the smartphone should switch to other network, automatically or manually, depending on the network and the smartphone configurations.
[bookmark: _Toc388621947][bookmark: _Toc391657885][bookmark: _Toc391659819][bookmark: _Toc388621948][bookmark: _Toc391657886][bookmark: _Toc391659820][bookmark: _Toc405252804]Scenario 2:  Macro cellular scenario 
This Section describes LSA scenarios in which the LSA licensee network follows a macro cellular LTE network architecture in order to cover a relatively wide area. We assume the LSA licensee network has the ability to use the LSA spectrum in conjunction with licensed spectrum. In the macro cellular scenario a lower user mobility is expected compared to the Railway Scenario of Section 1.2.1 but higher user mobility compared to the small cell scenarios in Section 1.2.3 . However, it is obvious that the user mobility is going to be less predictable than in the Railway Scenario where users move along the well-defined trajectories and a priori known schedules of trains.

In this scenario, ADEL proposes to use LSA band to support links between macro cellular fixed base stations and the end-users’ terminals. These terminals maybe portable devices with antennas mounted on the surface of moving vehicles, handheld mobile devices, or fixed devices.
ADEL wants to highlight that, in this scenario, LSA band is seen as additional spectrum used to provide additional capacity to some macro cellular networks in a cost-effective way.

In this scenario, the LSA band is again the 2300-2400MHz band. This band must be shared in time and geography with both aeronautical telemetry’s ground stations and military applications that are deployed within the area that is served by macro cellular network(s) belonging to one or more mobile network operators (MNO). This means that, in this scenario, ADEL considers that the incumbents of the 2300-2400MHz band are aeronautical telemetry and military services while the LSA licensees are one, or more, mobile network operators (MNO). Obviously, the incumbent may change when the end-user moves from location to location within the area serviced by the macro cellular network it is attached to. Likewise, ADEL considers that in this scenario, the LSA licensees may also change from location to location, and/or from time to time, because the national regulator may have defined geographical areas where, or time periods when, some MNO’s are authorized to use LSA and other MNOs are not. 
As in any other LSA scenario, the LSA licensee must request on advance (e.g. in the day before), to the LSA system, for being allocated LSA spectrum.  According to CEPT regulations regarding the band 2300-2400MHz, LSA licensees should access to spectrum in this LSA band in multiples of 5MHz channels using TDD. 

Because ADEL considers mobile terminals can move with speeds up to 180km/h (i.e. 50m/s) in the aforementioned macro cellular networks, ADEL defends that LSA-capable macro cellular fixed base stations should be placed, at least, 3km from each other, in order not to have LSA handovers before 1 minute. On the other hand, given the selected LSA frequencies are higher than the traditional sub-GHz frequencies used by macro cells, the size of the cells cannot be much higher than this value.

	LSA band
	2300-2400 MHz

	LSA Application
	Link between end-user’s devices and macro-cellular fixed base stations.

	Incumbents
	Aeronautical telemetry ground-stations, and military ground stations

	LSA licensee
	Mobile network operator (MNO)

	LSA bandwidth
	Multiples of 5MHz.

	LSA allocation time period
	Multiples of 1 minute.

	LSA allocation area
	Macro cell with 1.5km radius.


Table 3- LSA allocations in macro cell scenario
From the end-user perspective, this scenario should appear as follows:
1- When the mobile network operator predicts it is going to need LSA spectrum in parts of the network during the following day, it connects, at least one day in advance, with the LSA Band Manager to request spectrum for the macrocell base stations where there is such need.
2- Some minutes afterwards, the mobile operator receives a frequency profile, indicating the LSA frequencies that should be used by each of its macrocell base stations, during the requested time interval. If LSA spectrum will be not available in some base station locations, this will be immediately known by the network operator that should decide how to solve the problem making use of other load balancing schemes that might be available in the network. (NOTE: Although it will be possible that LSA spectrum might be unavailable, these situations should not be frequent. If they are frequent, this means that band was erroneously assigned to LSA by the national regulator, or the national regulator has authorized an excessive number of LSA licensees in that band).
3- This information may be immediately used by the network operator to initiate the process of informing the macrocell base stations that they can use those frequencies to communicate with end-users during those periods. This allows to start preparing the reconfiguration procedure in advance.
4- End-users have smartphones that are powered-on, and registered in a mobile network. Some of these phones are capable to operate in 2300-2400MHz band using TDD mode (3GPP band 40). 
5- The macrocell base stations that have been allowed to use LSA frequencies for a specific time interval, may, during that interval and as soon as they are ready, send instructions to the attached UEs commanding them to perform reselection/handover to the LSA frequencies indicated by the macrocell base station. These frequencies should be in accordance with the frequency profile obtained from the LSA band manager (step 2).
6- Whenever the end-user moves to another LSA macrocell: 
a. In case the end-user terminals is in idle mode, it should camp on the new cell during the reselection procedure, as usual. The information about the target cell carrier frequencies are obtained from the broadcast channel.
b. In case the end-user terminal is in connected mode, the handover also happens in the usual way, i.e. the original base station gets information about the carrier frequencies in use on the target cell, then sends this information to the mobile, and commands him to switch to that frequency. The end-user terminal then connects to the target cell and finally is disconnected from the original one. 
7- Meanwhile, assuming the macro cellular network is deploying any 3GPP standard, the measurement gap patterns defined by the base stations are used by the end-users’ terminals to perform measurements on most of the LSA carriers in the LSA band. These measurements are sent to the macrocell base station like any other measurement. LSA measurements provided by the several end-users’ terminals in the macrocell, are concentrated on the macrocell base station, and sent to the mobile network management centre (OAM), and finally transmitted to the LSA system. This information should be used both to tune the propagation models and collect spectrum usage statistics that will assist future frequency allocation decisions. This information is also used immediately when policy violations are detected (i.e. unauthorized interference).
8- [bookmark: _Ref404780274][bookmark: _Toc405252811]When the end-user leaves the macrocells that are using LSA frequencies, or when the time period during which those cells are authorized to use LSA expires, the end-users’ terminals should switch to other frequencies automatically, in the same way as indicated in 6.
[bookmark: _Ref449714311]Scenario 3: Small cell scenario
In most European countries, especially in the most populated cities, the use of mobile broadband is challenging mobile networks, which have to carry massive amounts of traffic. To improve network capacity, the usual strategy is to allocate more spectrum and adopt a more advanced radio technology. However, this approach is reaching its limits, because the spectrum with practical interest is already highly occupied, and the current technologies (OFDM modulation, turbo coding, MIMO, etc.) are approaching the theoretical limits.
The way forward to cope with the increasing capacity requirements in these environments is to increase the reutilisation of frequencies by adopting smaller cells, control the interference among those cells, and use robust receivers.

Given the current trend of network densification, ADEL considers very relevant to evaluate the technical feasibility of LSA in small cells environments. In this scenario, ADEL proposes the deployment of small cells in highly populated areas using LSA bands, in order to improve the network capacity for mobile broadband services, when and where needed. 

In this scenario, the links that use LSA band are the links between the small-cell fixed base stations and the end-users’ mobile terminals. These terminals are handheld mobile devices. Naturally, before using the LSA small cell, these end-users’ devices must previously register with a legacy macro/micro cell using the licensed spectrum. The network will then guide the end-user terminal to the LSA small cells, when an authorized small cell is in range and when the network load requires offloading some users from the legacy network to the small cells. Although not absolutely necessary, ADEL proposes that LSA small cells deployment should always be combined with legacy licensed-spectrum micro & macro cells in order to provide the mobile terminals with initial LSA configuration, and to guarantee uninterrupted service to the users moving across the cells with low speed.
	
 (
Macro cell: MNO spectrum;
Small cell: LSA spectrum.
)
	

	Figure 5 – Indoor-to-outdoor residential small cells
	


ADEL wants to highlight that, in this scenario, the LSA band is seen as additional spectrum used to provide additional capacity, in a cost-effective way, to dense networks of small cells deployed in urban environments.
We want to stress this scenario includes several implementation options, e.g. the small cell base stations may be i) indoor, privately owned, residential LSA-capable gateways with wired IP connectivity, or ii) remote radio heads connected through fibre to a centralized baseband unit, just to mention a few. Although the resource allocation problem remains the same, we stress this two options conduct to different business requirements, especially in terms of initial investment
.
Given the expected high demand for spectrum in these highly populated areas, ADEL decided two use two LSA bands in this scenario, i.e. the 2300-2400MHz band is now complemented by the 3500-3600MHz band. Both these bands must be shared in time and geography with the respective incumbents. In this scenario, ADEL considers that the incumbents in the 2300MHz band are Programme Making and Special Events (PMSE) operators that use the band to support the operation of wireless cameras, while the incumbents in the 3500-3600MHz band are Broadband Wireless Access (BWA) operators using the band to provide wireless fixed/portable voice and Internet services to underpopulated areas. 

LSA licensees are one or more mobile network operators, willing to add capacity to their networks in using small cells in dense populated cities, at reduced cost. 
Obviously, ADEL considers that in this scenario, we may have different incumbents from place to place and from time to time. In addition, the LSA licensee spectrum needs are also expected to change from location to location, and/or from time to time. 


Figure 6– Cloud-RAN small cells
An in any other LSA scenario, the LSA licensee must request on advance (e.g. in the day before), to the LSA system, for being allocated LSA spectrum.  According to CEPT regulations regarding the band 2300-2400MHz, LSA licensees should access to spectrum in this LSA band in multiples of 5MHz channels using TDD [5]. For the remaining LSA band, i.e. 3500-3600MHz, ADEL assumes the same access conditions. Regarding the remaining scenario parameters, ADEL considers that mobile terminals can move with speeds up to 30km/h (i.e. 8.33m/s), between small cells having a radius from 20m to 200m. For these parameters, link-budget considerations do not impose additional constraints.

	LSA band
	2300-2400 MHz + 3500-3600MHz

	LSA Application
	Links between end-user’s devices and small-cell fixed base stations.

	Incumbents
	2300-2400MHz: PMSE operators (fixed/portable/mobile wireless cameras)
3500-3600MHz: BWA operators (fixed/portable voice+Internet services)  

	LSA licensee
	Mobile network operators, with highly dynamic spectrum needs in terms of bandwidth, time, or coverage area.

	LSA bandwidth
	Multiples of 5MHz.

	LSA allocation time period
	Multiples of 10 minute.

	LSA allocation area
	Small cell with 20m-200m radius.


Table 4 - LSA allocations in small cell scenario
From the end-user perspective, this scenario should appear as follows:
1- Because this scenario admits situations where the small cell base stations are installed indoors by their private owners, the place where these base stations are installed might not be exactly known, but has to be estimated as accurately as possible. 3GPP mandates that the operator must be able to know the location of the small cell transmitter [6]. Depending on the network operator decision, this information might be obtained in several different ways:
a. the subscriber indicating where he is going to install the base station when he is filling the contract.
b. the base station will be required to determine its position when it is powered on and connected to the operator network. This location might be obtained by knowing which network node was accessed by the base station when it is powered-on and tries to get configuration parameters, can be estimated through the IP address (coarse information), calculated by measuring the observed time difference with which the signals from the neighbour macro cells arrive (OTDOA) to the small cell base station (intermediate accuracy), or obtained through a GPS reading if possible [7][8][9].  Small Cell Forum states other schemes are also possible for the base station to determine its position, like determine the macro cell cell-ID and refine the location information using signal strength and signal quality radio measurements, or by implementing multilateration using other signal sources whose transmitter locations are known (e.g. TV / FM /WiFi) [10]. 
The location of the small cell base station will then have to be checked periodically by the network. Several methods are possible, e.g. ask the neighbour macro base stations to measure the uplink time difference with which the small cell signal arrives to their locations (UTDOA); or by asking the serving macro-cell to measure RX-TX time difference and combine this with angle-of-arrival measurements. 
2- After the location of the small cells has been estimated, the interaction of the mobile network operator with the LSA system is similar to the macro cell scenario. Therefore, when the mobile network operator predicts it is going to need LSA spectrum in parts of the network during the following day, it connects, at least one day in advance, with the LSA Band Manager to request spectrum for the small cell base stations where there is such need.
3- Some minutes afterwards, the mobile operator receives a frequency profile, indicating the LSA frequencies that should be used by each of its small cell base stations, during the requested time interval. Some base stations may be allocated frequencies in the 2300-2400MHz band while others may be allocated frequencies in the 3500-3600MHz band. If LSA spectrum will be not available in some base station locations, this will be immediately known by the network operator that should decide how to solve the problem making use of other load balancing schemes that might be available in the network.
(NOTE: Although it will be possible that LSA spectrum might be unavailable, these situations should not be frequent. If they are frequent, this means that band was erroneously assigned to LSA by the national regulator, or the national regulator has authorized an excessive number of LSA licensees in that band).
4- The frequency profile may be immediately used by the network operator to initiate the process of informing the small cell base stations that they can use those 2300-2400MHz or 3500-3600MHz frequencies to communicate with end-users during those periods. This allows to start preparing the reconfiguration procedure in advance.
5- End-users have smartphones that are powered-on, and registered in a mobile network. Some of these phones are capable to operate in 2300-2400MHz and/or 3500-3600MHz band using TDD mode (3GPP bands 40 and 42, respectively). 
6- The small cell base stations that have been allowed to use LSA frequencies for a specific time interval, may, during that interval and as soon as they are ready, send instructions to the attached UEs that can operate in 2300-2400MHz or 3500-3600MHz bands, to instruct them to perform reselection/handover to the LSA frequencies indicated by the small cell base station. These frequencies should be in accordance with the frequency profile obtained from the LSA band manager (step 3).
7- Whenever the end-user moves to another LSA small cell: 
a. In case the end-user terminal is in idle mode, it should camp on the new cell during the reselection procedure, as usual. The information about the target cell carrier frequencies to select are obtained from the broadcast channel.
b. In case the end-user terminal is in connected mode, the handover also happens in the usual way, i.e. the original base station gets information about the carrier frequencies in use on the target cell, then sends this information to the mobile, and commands him to switch to that frequency. The end-user terminal then connects to the target cell and finally is disconnected from the original one. 
8- Meanwhile, assuming the small cell network is deploying any 3GPP standard, the measurement gap patterns defined by the small cell base stations are used by the end-users’ terminals to perform measurements on most of the LSA carriers in the LSA band(s). These measurements are sent to the small cell base station like any other measurement. LSA measurements provided by the several end-users’ terminals in the small cell, are concentrated on the small cell base station, then sent to the mobile network management centre (OAM), and finally transmitted to the LSA system. This information should be used both to tune the propagation models and collect spectrum usage statistics that will assist future frequency allocation decisions. This information is also immediately used when policy violations are detected (i.e. unauthorized interference).
9- When the end-user leaves the small cells that are using LSA frequencies, or when the time period during which those cells are authorized to use LSA expires, the end-users’ terminals should switch to other frequencies automatically, in the same way as indicated in 7.


2.	SPEED-5G
2.1.	SPEED-5G general description
The SPEED-5G (quality of Service Provision and capacity Expansion through Extended-DSA for 5G) consortium is coordinated by Eurescom and is composed of the following partners:
· Universities: University of Surrey (UK);
· Research centers: CEA-Leti (FR), Instituto de Telecomunicacoes (PT);
· SME: Sistelbanda SA (ES), Wings ICT solutions (GR);
· Large companies: Intel (DE), Rohde & Scharz (DE), BT (UK), Intracom (GR).

The SPEED-5G project focuses on resource management with three degrees of freedom: densification, rationalized traffic allocation over heterogeneous wireless technologies, and better load balancing across available spectrum. References to applicable 3GPP specs are provided for most of the use cases. More info on the project can be found in http://speed-5g.eu.
2.2.	SPEED-5G Use Cases
SPEED-5G mainly investigates indoor and indoor/outdoor scenarios (around buildings) where capacity demands are the highest, but also where extended dynamic spectrum access (eDSA) will be the most effective approach at exploiting co-operation across access technologies and bands. SPEED-5G uses as reference the use cases proposed by NGMN and METIS project but tries to stay focused on a limited number of them.
The final goal of the use cases definition is providing a baseline for benchmarking SPEED-5G technologies, first comparing the performance results against LTE LAA systems in scenarios perfectly defined by 3GPP. This activity will enable the realistic analysis of the whole SPEED-5G concept throughout a small set of realistic scenarios also used in other 5GPPP projects, which will provide the final performance evaluation of SPEED-5G.

[bookmark: _Ref430542754][bookmark: _Toc430267201][bookmark: _Toc430888697][bookmark: _Toc431472785]Figure 1 Latency and bandwidth/data-rate requirements of the various use cases (Source: GSMA Intelligence)
Figure 1 illustrates the latency and bandwidth/data-rate requirements of the various use cases which have been discussed in the context of 5G to date.

As with each preceding generation, the rate of adoption of 5G and the ability of operators to monetize it will be a direct function of the new and unique use cases it unlocks. Thus the key questions around 5G for operators are essentially: 
· What could users do on a network which meets the 5G requirements listed above which is not currently possible on an already existing network? 
· How could these potential services be profitable? 

The SPEED-5G use cases are:
1. Massive IoT (indoor/outdoor).
2. Broadband wireless (indoor/outdoor): this covers home femtocells.
3. Ultra-reliable communications (indoor/outdoor):
4. High-speed mobility (e.g., vehicles on highways; high-speed trains). 

Some specific examples of scenarios in the various use-cases, with indicative bit-rates and latency requirements are:
· Gaming with low latency VoIP/Skype and IM overlay. Gaming requires a latency of < 50ms peer to peer, or peer to server, and consumes a bit-rate of around 4Mbit/s. While playing, participants commonly need a low latency voice overlay using VoIP / Skype.  IM is also used,
· Large and fast file downloads and uploads, e.g. for home working and social networking. Typical file sizes of 20Mbyte require transmission in a few seconds, and larger files of 400Mbyte for smartphone software updates should execute within 2 minutes. Fast downloads of games and day one game patches. 
· Video streaming using e.g. Netflix, of 4Mbit/s. HD TV streaming to 4k uses approximately 20Mbit/s and 8k will be <30Mbit/s. Video usage to assist with healthcare consumes around 1Mbit/s  but is likely to be continuous, and this is increasing as the population is aging, Linear TV and catch-up TV. 
· Linear TV tends to be watched in the background by individuals, whereas catch-up tends more to be a family or group activity on a larger TV set,
· Bank transactions and purchases,
· Healthcare,
· Appliance/meter uploads and downloads.
Some challenges in the various use-cases are:
· Many terminals of different types in the home will require connectivity, including visiting terminals,
· Low latency, high reliability and high security are required on some sessions,
· The mechanism to allow payment for premium service when available,
· Local IP breakout to printer etc., e.g. Chromecast, from any 5G device, 
· Ability to route into the home from neighbour cells and macro-cells,
· How wireless will be used to supply use-case when 1000/100/10/1 Mbit/s is available on the fixed backhaul.

Figure 2 shows a comprehensive overview of all the use cases discussed in the project.
	
(I) Support of massive IoT
	
(II) Broadband wireless (especially focusing on indoor and outdoor  areas around buildings)

	
(III) Ultra-reliable communications
	
(IV) High-speed mobility


[bookmark: _Ref430937593][bookmark: _Toc430267202][bookmark: _Toc430888698][bookmark: _Toc431472786]Figure 2: Main use-case categories
[bookmark: _Ref431472067][bookmark: _Toc431472740]2.2.1	UC1: Massive IoT communications
Compared to the previous generations of networks, the Internet of Things (IoT) will have a major role in the service-compound supported by the forthcoming 5G networks. As pointed out by numerous reports and white papers, one of the main objectives of 5G is a seamless integration of IoT at the early stage of the network architecture design. A commonly used dichotomy of IoT distinguishes two kinds of devices inducing different traffic patterns and requirements. The first category is referred to as “high-end IoT”. This category can be characterized by a limited criticality of the modem pricing since the modem is embedded in expensive devices, for instance in cars. Also, high-end IoT may cover bandwidth-demanding and/or low latency applications like surveillance cameras or cyber physical systems. 
The Massive IoT communications use case discussed in this paragraph refers to the other IoT category, which is named “low-end IoT” and covers devices with sporadic and delay-tolerant traffic, mainly composed of short packets. Among others, this category typically includes wearable devices, smart meters like water or gas meters, home automation devices including security related services, smart domestic appliances, healthcare devices like elderly people monitoring, non-critical smart cities sensors and actuators, wireless sensor networks for environmental monitoring. Compared to the “high-end IoT”, the “low-end IoT” devices will be low-cost and often battery-powered ones, with limited capabilities. As they may be embedded in many daily life devices, they will represent a huge number of devices, in the order of several tens of billions.
As of today, “low-end IoT” devices are connected either to cellular networks (mainly 2G) or to proprietary wireless radio access network mainly operated on unlicensed spectrum bands. As examples of the latter case, the French company M2Ocity proposes a service of smart metering of water based on the 868 MHz band; OnRamp Wireless is deploying IoT networks in the USA operated on the 2.4GHz ISM band. Also 3GPP standards bodies are working, on the definition of LTE enhancements for machine-type communications, targeting low-cost devices. The current technology diversity, which is caused by the market immaturity of IoT devices and applications, is likely to drastically evolve when 5G is deployed.
The “low-end IoT” scenarios have massive connections and are mainly characterized by having small data packets and bursty transmissions. These transmissions do not require a large bandwidth, as the data rate these devices can deliver is very low.
New medium access strategies should be considered in order to deal the typical fragmented spectrum at low-frequency bands or in unlicensed and lightly-licensed spectrum. Supporting grant-free transmissions can drastically simplify the signalling processing overhead, reducing the power consumption as well. 
FBMC as a 5G candidate waveform will be also used for minimizing out-of-band interferences in non-contiguous and fragmented bands. This approach, allows implementing a per sub-band configuration strategy in terms of coding, modulation scheme, multiple access, and signalling process. 
For these narrowband and low power consumption devices, new mechanisms related with the connected and idle states management should be assessed. SPEED-5G will evaluate contention-based access in the unlicensed and lightly-licensed in connected state, as it can simplify the signalling process, reducing user access delay, shortening thus the turn-on time. On the other hand, longer paging intervals in idle state can optimize the battery life of IoT devices.
In such a use case it can be considered that devices are located in indoor or outdoor locations, connected to femtocells and/or macro cells (depending on the availability). Small cells can be connected to the operator’s network either using a broadband wired link or using a radio link which implements a backhaul connection to the eNB carrying both data and signalling.

The KPIs and key requirements of this use case are the following:
	KPI
	Requirements
	Notes

	User Experienced Data Rate
	From tens to hundreds of Kbps
	Values are mainly in line with NGMN White Paper on 5G.

	E2E Latency
	Order of seconds or more
	Values are mainly in line with NGMN White Paper on 5G.

	Mobility
	On demand
	Mobility could range from static up to hundreds of km/h if sensors / actuators are e.g., installed on containers which are travelling by trucks on highways

	Connection Density
	Up to 200,000 devices/km2
	Values are mainly in line with NGMN White Paper on 5G.

	Traffic Density
	Not critical
	Values are mainly in line with NGMN White Paper on 5G.


[bookmark: _Toc430888719][bookmark: _Toc431472809]Table 1 End-user and system requirements in the massive IoT communications use case.


[bookmark: _Toc430267203][bookmark: _Toc430888699][bookmark: _Toc431472787]Figure 3 Example of massive IoT communications in indoor and outdoor environments
[bookmark: _Toc430267182][bookmark: _Ref430335634][bookmark: _Toc430888653][bookmark: _Toc431472741]2.2.2		UC2: Broadband wireless
This use case focuses on a mixture of domestic, enterprise and public access outdoor and indoor environments located in a densely populated urban area, such as a block of apartments, a square with shops and a recreation park. In this use case, a massive deployment of small cells is put in place to provide a uniform broadband experience to the users demanding high data rate and limited latency for the provisioning of applications such as high resolution multimedia streaming, gaming, video calling, and cloud services. Moreover, pedestrian users moving from indoor to outdoor environments (and vice versa), need to be supported. Finally, an additional challenge is related to efficient usage of heterogeneous backhaul technologies (ranging from XDSL to fibre links) used to transport data towards the small cells.
It can be noted that the introduction of LTE in the macro network will provide only limited and short-lived relief, as traffic is growing at a faster rate than the capacity increment it will yield. Therefore, small cells and potentially unlicensed spectrum could also be used to boost the capacity, coverage and balance the traffic. Small cells can be configured as an add-on module that will typically be deployed in an integrated package for ease of deployment and highest reliability in the field. 
This use case could give a second capacity boost to mobile operators from LTE small cells, cutting costs and complexity by co-locating them with WiFi access points, sharing site-lease agreements and backhaul.

[bookmark: _Toc430267204][bookmark: _Toc430888701][bookmark: _Toc431472788]Figure 4 Broadband wireless communications in indoor and outdoor environments
The KPIs of primary importance, which characterize this use-case, are the user throughput, the E2E latency, and the mobility support, as listed in Table 2.
The terminal types which we can consider for this use-case are:
· In-home sensors for appliances and meters, with a low data-rate upload capability, and a reliable protocol. A long battery life is needed (10 year). The ability to connect to small outdoor cells is a requirement, since it avoids connection problems if an in-home cell is switched off or disconnected,
· As above plus the capability to receive large (3Mbyte) file downloads from a broadcast-type signal,
· Smartphones, tablets, laptops and desktops capable of multiple connections over unlicensed and licensed spectrum, including separation of control and user plane, and bonding over multiple carriers,
· HD TV receivers and video recorders.
	KPI
	Requirements
	Notes

	User Experienced Data Rate
	DL: 300 Mbps
UL: 50 Mbps
	This data rate is motivated by ubiquitous support of Cloud services, video and other digital services, possibly combined

	E2E Latency
	10 ms
	

	Mobility
	200-2500 users /km2
	

	Connection Density
	services, video and other digital services, possibly combined
	Total device density is 2,000-25,000/km2; a 10% activity factor is assumed

	Traffic Density
	DL: 750 Gbps / km2
UL: 125 Gbps / km2
	Connection density x User experienced data rate


[bookmark: _Ref430542772][bookmark: _Toc430888720][bookmark: _Toc431472810]Table 2 End-user and system requirements in the broadband wireless use case.
In order to meet the 5G requirements, which characterize this use case, new MAC/RRM mechanisms for an efficient usage of the available (licensed/lightly licensed and unlicensed) spectrum and radio access technologies are required. At the same time, this extreme resource reuse may create high level of interference and requires flexible level of coordination to improve the overall network performance. 
[bookmark: _Toc430888654][bookmark: _Toc431472742]Scenarios for support of broadband wireless
Scenario (Smart Load Balancing across Multi-RAT):
No single product or technology will alone accommodate the current and future increase in data traffic; many solutions, working in concert, can and should be considered. The challenge for mobile operators is not a decision about which solution to select, but about how to best integrate multiple technologies within their networks, how to find the right balance to maximize their cumulative benefits, and how to leverage existing assets to facilitate the evolution of their networks.
	
[bookmark: _Ref431313393][bookmark: _Toc430267217][bookmark: _Toc430888702][bookmark: _Toc431472789]Figure5: Outdoor: Smart Load balancing
	
[bookmark: _Toc430267218][bookmark: _Toc430888703]
[bookmark: _Ref431313418][bookmark: _Toc431472790]Figure 6: Outdoor: Smart Load balancing with Small Cell



The introduction of LTE in the macro network will provide only limited and short-lived relief, as traffic is growing at a faster rate than the capacity increment it will yield. Therefore, in this second scenario we integrate small cells and WiFi into an LTE network to boost the capacity, coverage and balance the traffic between different nodes (small cell and WiFi). We consider users are located in an outdoor urban area. Users can get data from the same eNB which is operating on both LTE and WiFi access point, as shown in Figure 5, or voice from the LTE eNB and data from the small cell/WiFi access point, as shown in Figure 6. Small cells can be configured as an add-on module that will typically be deployed in an integrated package for ease of deployment and highest reliability in the field.
This scenario will give the second capacity boost to mobile operators from LTE small cells, cutting costs and complexity by co-locating them with WiFi access points, sharing site-lease agreements and backhaul. The integration of WiFi and LTE small cells within the cellular core helps operators optimize network utilization across RATs — thus providing a further improvement in performance, and creating a seamless multi-RAT experience for their subscribers.
[bookmark: _Toc430267183][bookmark: _Ref430335644][bookmark: _Toc430888655][bookmark: _Toc431472743]2.2.3.		UC3: Ultra-reliable communications
Ultra-Reliable Communication (URC) methods are intended to enable high degrees of network availability, with guarantees on performance metrics such as latency. SPEED-5G aims at providing scalable solutions for network supporting services with extreme requirements on availability and reliability. The reliability and latency of past communication systems were designed with the human user in mind, but for future wireless systems, it is envisioned to have new applications based on M2M (machine-to-machine) and IoT communication with real-time constraints, enabling new functionalities for traffic safety, traffic efficiency or mission-critical control for industrial and military applications. These new applications will require much higher reliability and lower latency than today’s communication systems. An example of such application is the monitoring of electricity grids, where shut-down in the case of malfunction may be required in the time-scale of a few milliseconds
.
Figure 7 shows the various regions in the number-of-users vs. data-rate plane which can be considered in this scenario. SPEED-5G will follow the program outlined by Popovski, in which he starts by analysing the fundamental mechanisms that constitute a wireless connection, and concludes that one of the key steps towards enabling URC is a revision of the methods for encoding control information (metadata) and data. 


[bookmark: _Ref430337374][bookmark: _Toc430888704][bookmark: _Toc431472791]Figure 7 Users vs. data-rate regions for ultra-reliable communications. From Popovski [26].
Popovski introduces the concept of Reliable Service Composition, where a service is designed to adapt its requirements to the level of reliability that can be attained.

	KPI
	Requirements
	Notes

	User Experienced Data Rate
	DL: several kbps upwards
UL: several kbps upwards
	Reliability is more important than exact value

	E2E Latency
	1 ms upwards
	Reliability is more important than exact value

	Mobility
	Mostly static
	

	Connection Density
	Mostly low, but variable
	

	Traffic Density
	Highly variable
	experienced data rate


[bookmark: _Toc430888721][bookmark: _Toc431472811]Table 3 End-user and system requirements in ultra-reliable use case
[bookmark: _Ref430338288][bookmark: _Ref430338289][bookmark: _Toc430888656][bookmark: _Toc431472744]2.2.4.		UC4: High-speed mobility
High-speed mobility is a challenging use case for 5G. In SPEED-5G we do not necessarily aim to serve high-speed trains, but rather consider high-speed mobility with cars on highways etc. GSMA in a recent article titled “Powerful Digital Highways For Europe’s Connected And Automated Driving” mentions that “Automated and connected driving will be a pillar of Europe’s industrial renaissance. The vehicle of the future is part of a connected world where superfast digital networks give access to communication, higher safety, improved environmental standards, entertainment, knowledge and personal contacts, to anyone, anywhere and at any time. Positive societal benefits are anticipated, with researchers pointing to: new jobs across the automotive value chain; increased road safety and lower fatalities; increased fuel-efficiency and lower environmental impact; reduction of traffic congestion and higher comfort standards for users.”
Framed in this context, SPEED-5G is interested in providing performance evaluation of such a use-case in order to check the benefits of the project’s solutions (e.g., with respect to allocation of radio resources) in high-mobility environments where broadband communications need to be achieved. The table that follows provides an overall summary of main KPIs and requirements which are mainly in line with NGMN’s target values for similar scenarios.
	KPI
	Requirements
	Notes

	User Experienced Data Rate
	DL: 50Mbps
UL: 25Mbps
	Values are mainly in line with NGMN White Paper on 5G.

	E2E Latency
	10 ms
	Values are mainly in line with NGMN White Paper on 5G.

	Mobility
	On demand (it could be up to 500km/h for high-speed trains, around 100km/h for cars in highways)
	Values are mainly in line with NGMN White Paper on 5G.

	Connection Density
	~2000/km2
	Values are mainly in line with NGMN White Paper on 5G.

	Traffic Density
	DL: 100Gbps/km2
UL: 50Gbps/km2
	Values are mainly in line with NGMN White Paper on 5G.


[bookmark: _Toc430888722][bookmark: _Toc431472812]Table 4 End-user and system requirements in high-speed mobility use case
[bookmark: _Toc430267184][bookmark: _Toc430888657][bookmark: _Toc431472745]2.3	SPEED-5G deployment options 
The deployment options for the SPEED-5G are primarily indoors, because the majority of users and wireless access nodes will be in and around buildings, which means that the radio paths we need to consider are:
1. Indoor to indoor of the same building
2. Indoor to indoor of different buildings with and outdoor space in between
3. Indoor to outdoor
4. Outdoor to indoor
5. Indoor to indoor of different buildings that are adjacent with no outdoor space in between
	
(a) Indoor to indoor of the same building
	
(b) Indoor to indoor of different buildings with and outdoor space in between

	
(c) Indoor to outdoor
	
(d) Outdoor to indoor

	
(e) Indoor to indoor of different buildings that are adjacent with no outdoor space in between
	


[bookmark: _Toc430267205][bookmark: _Toc430888705][bookmark: _Toc431472792]Figure8: SPEED-5G deployment options



[bookmark: _Toc430267185][bookmark: _Toc430888658][bookmark: _Toc431472746]2.3.1	Indoor deployment scenario
[bookmark: _GoBack]The following table presents main parameters for an indoor deployment scenario which are in line with 3GPP TR36.889.
	
	Licensed cell
	Unlicensed cell

	Layout for nodes
	Two operators deploy 4 small cells each in the single-floor building.
The small cells of each operator are equally spaced and centred along the shorter dimension of the building. The distance between two closest nodes from two operators is random. The set of small cells for both operators is centred along the longer dimension of the building.
 (
120 m
50 
m
 
 
 
 
 
 
 
 
)

	System bandwidth per carrier
	10MHz
	20MHz

	Carrier frequency 
	3.5GHz
	5.0GHz

	Number of carriers
	2 (one for each operator)
	1, 4 (to be shared between two operators)
1 for evaluations with DL+UL WiFi coexisting with DL-only LAA

	Total BS TX power
	24dBm (Ptotal per carrier)
	18 dBm across aggregated carriers
Optional: 24 dBm

	Total UE TX power 
	Total UE TX power: 23dBm across aggregated cells
Max total UE TX power per cell in licensed spectrum: 23dBm
Max total UE TX power across aggregated cells in unlicensed spectrum: 18 dBm

	Distance-dependent path loss
	Small cell-to-Small cell, Small cell-to-UE: ITU InH [referring to Table B.1.2.1-1 in TR36.814]
Indoor UE-to-indoor UE: 3GPP TR 36.843 (D2D)
(3D distance between an eNB and a UE is applied. Working assumption is that 3D distance is also used for LOS probability and break point distance)

	Penetration
	0dB

	Shadowing
	ITU InH [referring to Table A.2.1.1.5-1 in TR36.814]
Working assumption is that 3D distance is used for shadowing correlation distance

	Antenna pattern
	2D Omni-directional is baseline; directional antenna is not precluded

	Antenna Height: 
	6m

	UE antenna Height
	1.5m

	Antenna gain + connector loss
	5dBi

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU InH

	Number of clusters/buildings per macro cell geographical area
	N/A

	Number of small cells per cluster
	N/A

	Number of small cells per Macro cell
	N/A

	Number of UEs 
	10 UEs per unlicensed band carrier per operator for DL-only LAA coexistence evaluations
10 UEs per unlicensed band carrier per operator for DL-only LAA coexistence evaluations for four unlicensed carriers.
20 UEs per unlicensed band carrier per operator for DL+UL LAA coexistence evaluations for single unlicensed carrier.
20 UEs per unlicensed band carrier per operator for DL+UL WiFi coexisting with DL-only LAA

	UE dropping per network
	All UEs should be randomly dropped and be within coverage of the small cell in the unlicensed band
Example of a dropping method to achieve this with N=10 UEs:
Drop a large enough number of UEs, so that at least 10 UEs are covered by the small cell in the unlicensed band.
Randomly select 10 UEs from the UEs that have coverage

	Radius for small cell dropping in a cluster
	N/A

	Radius for UE dropping in a cluster
	N/A

	Minimum distance (2D distance)
	3m

	DL/UL traffic ratio
	Baseline 50% DL traffic and 50% UL traffic
Optional: 80% DL traffic and 20% UL traffic


[bookmark: _Toc430267186][bookmark: _Toc430888659][bookmark: _Toc431472747]2.3.2	Outdoor deployment scenario
The following table presents main parameters for an outdoor deployment scenario which are in line with 3GPP TR36889.
	
	Macro cell
	Licensed small cell
	Unlicensed small cell

	Layout
	Hexagonal grid, 3 sectors per site, case 1
500m ISD
Macro eNBs of the two networks are collocated.
Both 19 Macro sites and 7 Macro sites can be used. Companies should indicate whether 19 or 7 sites are used when presenting the results
	









Clusters uniformly random within macro geographical area; 4 small cells per operator, uniformly random dropping within cluster area


	System bandwidth per carrier
	10MHz
	10 MHz
	20MHz

	Carrier frequency 
	2.0GHz
	3.5 GHz
	5.0GHz

	Number of carriers
	2 (one for each operator)
	2 (one for each operator)
	1, 4 (to be shared between operators)
1 for evaluations with DL+UL WiFi coexisting with DL-only LAA

	Total BS TX power 
	46dBm (Ptotal per carrier)
	30 dBm (Ptotal per carrier)
	18 dBm across aggregated carriers
Optional: 24 dBm

	Total UE TX power 
	Total UE TX power: 23dBm across aggregated cells
Max total UE TX power per cell in licensed spectrum: 23dBm
Max total UE TX power across aggregated cells in unlicensed spectrum: 18 dBm

	Distance-dependent path loss
	ITU UMa [referring to Table B.1.2.1-1 in TR36.814]
(3D distance between an eNB and a UE is applied. Working assumption is that 3D distance is also used for break point distance and LOS probability.)
	ITU UMi [referring to Table B.1.2.1-1 in TR36.814]
(3D distance between an eNB and a UE is applied. Working assumption is that 3D distance is also used for break point distance and LOS probability)
	Small cell-to-Small cell, Small cell-to-UE: ITU Umi [referring to Table B.1.2.1-1 in TR36.814]
Indoor UE-to-indoor UE: 3GPP TR 36.843 (D2D)
(3D distance between an eNB and a UE is applied. Working assumption is that 3D distance is also used for break point distance and LOS probability)

	Penetration
	For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link)
	For outdoor UEs:0dB
For indoor UEs: 23dB+0.5din (din: independent uniform random value between [ 0, min(25,UE-to-eNB distance) ] for each link)
	For outdoor UEs:0dB
For indoor UEs: 27dB+0.5din (din : independent uniform random value between [ 0, min(25,UE-to-eNB distance) ] for each link)

	Shadowing
	ITU UMa according to Table A.1-1 of 36.819
Working assumption is that 3D distance is used for shadowing correlation distance
	ITU UMi [referring to Table B.1.2.1-1 in TR36.814]
Working assumption is that 3D distance is used for shadowing correlation distance
	ITU UMi [referring to Table B.1.2.1-1 in TR36.814]
Working assumption is that 3D distance is used for shadowing correlation distance

	Antenna pattern
	3D,  referring to TR36.819
	2D Omni-directional is baseline; directional  antenna is not precluded
	2D Omni-directional is baseline; directional  antenna is not precluded

	Antenna Height: 
	25m
	10 m
	10m

	UE antenna Height
	1.5 m
	1.5m
	1.5 m

	Antenna gain + connector loss
	17 dBi
	5 dBi
	5 dBi

	Antenna gain of UE
	0 dBi
	0 dBi
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa according to Table A.1-1 of 36.819
	ITU Umi
	ITU Umi

	DL/UL traffic ratio
	Baseline 50% DL traffic and 50% UL traffic
Optional: 80% DL traffic and 20% UL traffic


[bookmark: _Toc430267187][bookmark: _Toc430888660][bookmark: _Toc431472748]2.3.3	Mixed Indoor/Outdoor deployment scenario
A mixed of indoor/outdoor deployment scenario are also considered in SPEED-5G, and realistic scenarios will use Test Cases defined in METIS-I with its Propagation Scenarios, will combine the main aspects of the synthetic indoor and outdoor scenarios defined before, which provide a validation framework aligned with the ongoing work carried by 3GPP. These scenarios, will take into consideration the movement of a user from indoor to indoor of different buildings with and outdoor space in between, indoor to outdoor or vice versa.
Besides that, a new scenario, defined as Extended Suburban Scenario will be used for covering the gap between the Test Cases defined by METIS and the need of having a complete and meaningful scenario for suburban environments, extremely relevant for the 5G as it corresponds to the landscape we can find in many European and American cities. 
[bookmark: _Toc430267189][bookmark: _Toc430888662][bookmark: _Toc431472750]2.3.4	Classification and basic assumptions
The following section describes SPEED-5G deployment scenarios considered for evaluation. Scenarios are based on scenarios described in [3GPP-TR-36932], [3GPP-TR-36872], [3GPP-TR-36889] and can be directly mapped to scenarios/use cases described above. It needs to be highlighted here that scenarios described in this section constitute just a subset of all possible deployments which can be derived from the scenarios/use cases described above. The following figure shows the classification of the proposed deployment scenarios.

[bookmark: _Toc430267206][bookmark: _Toc430888706][bookmark: _Toc431472793]Figure 9  Small-cell scenario classification

 (
F1
F2
)
NOTE 1: F1 and F2 are the carrier frequency for macro layer and local-node layer, respectively
[bookmark: _Ref430266685][bookmark: _Toc430267207][bookmark: _Toc430888707][bookmark: _Toc431472794]Figure10  Deployment scenarios of small cell with and without macro coverage according to [5]
As shown in Figure 10, small cell enhancement should target the deployment scenario in which small cell nodes are deployed under the coverage of one or more than one overlaid E-UTRAN macro-cell layer(s) in order to boost the capacity of already deployed cellular network. Two scenarios can be considered:
1.	Where the UE is in coverage of both the macro cell and the small cell simultaneously
2.	Where the UE is not in coverage of both the macro cell and the small cell simultaneously
Figure 10 also shows the scenario where small cell nodes are not deployed under the coverage of one or more overlaid E-UTRAN macro-cell layer(s). This scenario is also the target of the small cell enhancement Study Item.

Main definitions used throughout this section:
· Small-cell cluster – a group of small-cells which can coordinate their actions over a backhaul link (a backhaul link may be a radio link [in-band or out-band, single-hop or multi-hop], or a wired/fibre link)
· Shared carrier – carrier which can be used by more than one operator (e.g. lightly licensed carriers) and, in certain scenarios, by end-users (e.g. unlicensed carriers)
· Multi-operator scenario  – scenario in which radio resources are shared by multiple network operators and (for some licensing regimes) end-users 
· Macro-cell assistance – any form of assistance provided by macro-cells to improve operation of small-cell operation

Basic assumptions related to scenarios:
· scenarios do not assume that macro-cells and small-cells operate using the same Radio Access Technology (RAT) (e.g. both macro-cells and small cells may use LTE, or macro-cells use LTE whilst small cells use IEEE 802.11)
· scenarios do not assume that small-cells use only one RAT (e.g. small cells can use different RATs to operate on different bands, or a single RAT with spectrum aggregation to enable operation on different bands)
· scenarios do not assume existence of dedicated backhauls (e.g. nodes can be inter-connected using in-band backhauls),
· scenarios do not assume any specific techniques for macro-cell assistance [e.g. macro-cells can 1) convey signalling for UEs [control/data split], 2) convey signalling + data for UEs [control/data split], 3) enable small-cell setup [e.g. synchronization], 4) coordinate resource allocation between small cells [e.g. joint scheduling], 5) handle fast moving UEs, etc.]
[bookmark: _Toc430267190][bookmark: _Toc430888663][bookmark: _Toc431472751]Single-operator deployment scenarios
Deployments with macro-cell coverage (macro-cell assisted deployments)
Definition of Scenario 1 (Scenario 1 in [3GPP-TR-36.872]):
· The small cells are deployed in the presence of an overlaid macro network
· Co-channel deployment of the macro cell and small cells
· Backhaul between small cells within the same cluster and between a cluster of small cells and at least one macro cell

[bookmark: _Toc430267208][bookmark: _Toc430888708][bookmark: _Toc431472795]Figure 11 Scenario 1
Definition of Scenario 2 (Scenario 2a in [3GPP-TR-36.872]):
· The small cells are deployed in the presence of an overlaid macro network
· Separate frequency deployment of the macro cell and small cells
· Backhaul between small cells within the same cluster and between a cluster of small cells and at least one macro cell

[bookmark: _Toc430267209][bookmark: _Toc430888709][bookmark: _Toc431472796]Figure 12 Scenario 2
Deployment without macro cell coverage
Definition of Scenario 3 (Scenario 3 in [3GPP-TR-36.872]):
· Macro cell coverage is not present
· Backhaul between small cells within the same cluster

[bookmark: _Toc430267210][bookmark: _Toc430888710][bookmark: _Toc431472797]Figure 13 Scenario 3
[bookmark: _Toc430267191][bookmark: _Toc430888664][bookmark: _Toc431472752]Multi-operator deployment scenarios
Deployments with macro-cell coverage (macro-cell assisted deployments)
Definition of Scenario 4 (Scenario 1 in [3GPP-TR-36.889]):
· The small cells are deployed in the presence of an overlaid macro network
· Small cells deployed on shared carrier(s)
· Backhaul between small cells within the same cluster and between a cluster of small cells and at least one macro cell

[bookmark: _Toc430267211][bookmark: _Toc430888711][bookmark: _Toc431472798]Figure 14 Scenario 4
Definition of Scenario 5 (Scenario 3 in [3GPP-TR-36.889]):
· The small cells are deployed in the presence of an overlaid macro network
· Co-channel deployment of the macro cell and small cells
· Small cells can operate on shared carrier(s)
· Backhaul between small cells within the same cluster and between a cluster of small cells and at least one macro cell

[bookmark: _Toc430267212][bookmark: _Toc430888712][bookmark: _Toc431472799]Figure 15 Scenario 5
Definition of Scenario 6 (Scenario 4 in [3GPP-TR-36.889]):
· The small cells are deployed in the presence of an overlaid macro network
· Separate frequency deployment of the macro cell and small cells
· Small cells can operate on shared carrier(s)
· Backhaul between small cells within the same cluster and between a cluster of small cells and at least one macro cell

[bookmark: _Toc430267213][bookmark: _Toc430888713][bookmark: _Toc431472800]Figure 16 Scenario 6
 Deployment without macro cell coverage
Definition of Scenario 7 (Scenario 2 in [3GPP-TR-36.889]):
· Macro cell coverage is not present
· Small cells can operate on shared carrier(s)
· Backhaul between small cells within the same cluster

[bookmark: _Toc430267214][bookmark: _Toc430888714][bookmark: _Toc431472801]Figure 17 Scenario 7
Definition of Scenario 8:
· Macro cell coverage is not present
· Small cells operate solely on shared carrier(s)
· Backhaul between small cells within the same cluster

[bookmark: _Toc430267215][bookmark: _Toc430888715][bookmark: _Toc431472802]Figure 18 Scenario 8
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