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Abstract: This document proposes updates to text on descriptions in clause 5.1 in TR 22.862.
Summary
The descriptive part and traffic scenarios in clause 5.1, that is, clauses 5.1.1 and 5.1.2, have been reviewed for clarity, style, missing abbreviations, and other editorials, and several changes are proposed.
· Clarify "cycle time" in clause 5.1.2.1
· Add missing abbreviations to clause 3.2

· Remove editor's notes from clause 5.1.1

· Correct gammar and style in several places
· Stress that numerical values are examples, e.g., by adding "e.g." (several)
· Remove descriptive text on proprietary systems and solutions (several)
· Add D2D connections to clause 5.1.2.1, to complement short-range connections, and clarify short-range connections
· Remove accidentally pasted text from clause 5.1.2.4

· Renumber clauses 5.1.2.3 (the second occurrence) and 5.1.2.4, to 5.1.2.4 and 5.1.2.5, respectively
In addition to this, some heading styles had been applied incorrectly. They will be corrected, too.

Proposal
Do the proposed changes.
-------------------- PROPOSED CHANGES ---------------------
------------------------- 1ST CHANGE ----------------------------

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].


Cycle time (ms): time it takes to transfer a given piece of information from a source to a destination and to transfer the reply from the destination back to the source, from the moment it is transmitted by the source to the moment it is received at the source. Processing of the piece of information at the destination is included in the cycle time.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

3D
three dimensional
D2D
Device to device
MPS
Multimedia Priority Service

MU
Merging Units

NS/EP
National security and emergency preparedness

UAV
Unmanned Aerial Vehicle

------------------------- 2ND CHANGE ----------------------------

5
Use cases families

5.1
Higher reliability and lower latency

5.1.1
Description


The use case family "higher reliability and lower latency" is characterised by a high system requirement for reliability and latency. In most cases the data rates are moderate, and what matters most is that the messages are transmitted quickly and reliably.

One typical area where this type of communication is needed is a power plant. The network coverage may be limited to a confined area, either indoor or outdoor, and often only authorised users and devices can attach to it. Network slicing may be used to isolate the traffic from other traffic in the network, to allow for additional tailoring of services, and to avoid other traffic negatively impacting services requiring "higher reliability and lower latency". Another potential area is virtual presence where multiple people are present and communicating with each other in a virtual environment.

Remote control of devices, such as, UAVs (Unmanned Aerial Vehicles) and ground-based vehicles fit well under "higher reliability and lower latency"; the moving devices must be controlled quickly and reliably. The latency does not, however, need to be ultra low when a human operator is involved, the human reaction speed sets the expected level of delay, and requiring a much lower latency from the communication network than its operator makes little sense. For computer-controlled devices a very low latency may become a relevant requirement. The data rates to transmit the control and measurement data are not very high but if the operation of the vehicle relies on a video feed, then the required data rates are higher. The pilot of the vehicle needs to be aware of the location of the vehicle. For most purposes the geographic location is needed to provide a rough position, and local positioning, e.g., relying on a radar, is used for collision avoidance.

5.1.2
Traffic scenarios

5.1.2.1
Industrial Factory Automation

Industrial factory automation requires communications for closed-loop control applications. Examples for such applications are robot manufacturing, round-table production, machine tools, packaging and printing machines. In these applications, a controller interacts with large number of sensors and actuators (e.g., up to 300) integrated in amanufacturing unit (e.g., 10 m x 10 m x 3 m). The resulting sensor/actuator density is often very high (e.g., up to 1/m3). Many such manufacturing units may have to be supported within close proximity within a factory (e.g., up to 100 in automobile assembly line production).

In a closed-loop control application, the controller periodically submits instructions to a set of sensor/actuator devices, which return a response within a cycle time. The messages, referred to as telegrams, are typically small (<50 bytes). The cycle time ranges between 2 and 20 ms setting stringent latency constraints on telegram forwarding (from <1 ms to10 ms). Additional constraints on isochronous telegram delivery add tight constraints on jitter (10-100 s). Transport has to meet stringent reliability requirements (<10-9). In addition, sensor/actuator power consumption is often critical.



To meet the stringent requirements of closed-loop factory automation, the following considerations may have to be taken:

-
Limitation to short-range communications.
-
Use of D2D communication between the controller and sensors/actuators
-
Allocation of licensed spectrum for closed-loop control operations. Licensed spectrum may further be used as a complement to unlicensed spectrum, e.g., to enhance reliability.

-
Reservation of dedicated air-interface resources for each link.

-
Combining of multiple diversity techniques to approach the high reliability target within stringent latency constraints such as frequency, antenna, and various forms of spatial diversity, e.g., via relaying

-
Utilizing OTA time synchronization to satisfy jitter constraints for isochronous operation.

-
Network access security used in an industrial factory deployment is provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.

A typical industrial closed-loop control application is based on individual control events. Each closed-loop control event consists of a downlink transaction followed by a synchronous uplink transaction both of which are executed within a cycle time, Tcycle. Control events within a manufacturing unit may have to occur isochronously. Factory automation considers application-layer transaction cycles between controller devices and sensor/actuator devices. Each transaction cycle consists of (1) a command sent by the controller to the S/A (downlink), (2) application-layer processing on the S/A device, and (3) a subsequent response by the S/A to the controller (uplink).  Cycle time includes the entire transaction from the transmission of a command by the controller to the reception of a response by the controller. It includes all lower layer processes and latencies on the air interface as well the application-layer processing time on the sensor/actuator.
1.
Controller requests sensor to take a measurement (or an actuator to conduct actuation).

2.
Sensor sends measurement information (or acknowledges actuation) to controller.

[image: image1.png]<
_ 5 s
m Q g 2
' - B 5 s
i S < . 2 g
H Ly Oun 2., 2 <
1 Q3 r.m ekR <
“ 22 535 BE 5
S BE 5
s s 2
' =3 :
! H:H./Dn 5
i
'
i \S
o s
@
o=
— I
'
! c
= 5 .
Q d <
th ! ,Au_ <
O 1
ERS “ .
g )
® 5 m 28 .
Na i [« Y] <
_E S £S <
m...u Cm
T c mDn
1D 2=
e
k L]
=2z S o
S5 gs)
o 1s=/)
53 88/ - -
23 & = “ . .
2 H 3> P‘.k M
“ S <
'
i ey =
' =9
' S=
i S &
\ K3
>
mm ! 5 :
2 —_—
2 g m (SRR
T 5 ; 5
g©° m € <
w ; S A <
| S%
i Y ~ -
_ hq Q ~
' S5 5 <
i S e
b 3 5
'
o
g = 8
o = 5
k3] S
&L





Figure 5.1.2.1-1: Communication Path for Isochronous Control Cycles within Factory Units

Figure 5.1.2.1-1 depicts how communication may occur in factory automation. In this use case, communication is confined to local controller-to-sensor/actuator interaction within each manufacturing unit. Repeaters may provide spatial diversity to enhance reliability.

5.1.2.2
Industrial Process Automation

Process automation requires communications for both supervisory and open-loop control applications, as well as process monitoring and tracking operations inside an industrial plant. In these applications, a large number of sensors (~10,000) that are distributed over the plant forward measurement data to process controllers on a periodic or event-driven base. Traditionally, wireline field bus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of the plant (~10 km2), the large number of sensors and the high deployment complexity of wired infrastructure, wireless solution have made inroads into industrial process automation. Presently, high growth rates are expected in the migration from wireline to wireless solutions for industrial process manufacturing.

The use case requires support of a large number of sensor devices (e.g., 10,000) per plant as well as highly reliable transport (packet loss rate <10-5). Further, power consumption is critical since most sensor devices are battery-powered with a targeted battery lifetimes of several years while providing measurement updates every few seconds. Range also becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. Latency requirements typically range between 100 ms and 1 s. Data rates can be rather low since each transaction typically comprises less than 100 bytes.

The existing wireless technologies rely on unlicensed technologies. Transport is therefore vulnerable to interference caused by other technologies (e.g., WLAN). This sensitivity can be more significant given the low transmit power level of the sensors. With the stringent requirements on transport reliability, such interference is detrimental to proper operation.

The use of licensed spectrum could overcome the vulnerability to same-band interference and therefore enable higher reliability. Utilization of licensed spectrum can be confined to those events where high interference bursts in unlicensed bands jeopardizes reliability and latency constraints. This allows sharing the licensed spectrum between process automation and conventional mobile services.

Further, multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy. Time synchronization will be highly beneficial since it enables more power-efficient sensor operation and mesh forwarding.

A typical process control application supports downstream and upstream flows between process controllers and sensors/actuators which consist of individual transactions. The process controller resides in the plant network. This network interconnects via basestations to the wireless (mesh-) network which hosts the sensor/actuator devices. Typically, each transaction uses less than 100 bytes. An example of a controller-initiated transaction service flow:

1.
The process controller requests a sensor to take a measurement (or an actuator to conduct actuation). The request is forwarded via the plant network and the wireless mesh to the sensors/actuators.

2.
The sensors/actuators processes the request and sends a replay in upstream direction to the controller. This reply may contain an acknowledgement or a measurement reading.

An example of a sensor/actuator device initiated transaction service flow:

1.
The sensor sends a measurement reading to the process controller. The request is forwarded via the wireless mesh and the plant network.

2.
The process controller may send an acknowledgement in opposite direction.

For both controller- and sensor/actuator-initiated service flows, upstream and downstream transactions may occur asynchronously.

[image: image2.png]Plant

Industrial
( control

Supervisory (Network ’ ( Network ’
Security

management

Process Process
Controller A Controller

Autonomous
Measurement Measurement
report G#tev&qy\ response

BS

links

Router () Wireless RT{TY
links
RT
S|
2 (9




Figure 5.1.2.2-1: Communication path for service flows between process controllers and sensor/actuator devices

Figure 5.1.2.2-1 depicts how communication may occur in process automation. In this use case, communication runs between process controller and sensor/actuator device via the plant network and the wireless mesh network. The wireless mesh may also support access for handheld devices for supervisory control or process monitoring purposes.

5.1.2.3
Ultra-reliable communications

In order to enable services requiring ultra-reliable communications, a minimum level of reliability and latency is required to guarantee the user experience or enable the service initially. This is especially important in areas like eHealth or for critical infrastructure communications.

Mission critical communication services require preferential handling compared to normal telecommunication services, e.g., in support of police or fire brigade.

Examples of mission critical services include:

-
Industrial control systems (from sensor to actuator, very low latency for some applications)

-
Mobile Health Care, remote monitoring, diagnosis and treatment (high rates and availability)

-
Real time control of vehicles, road traffic, accident prevention (location, vector, context, low Round Trip Time RTT)

-
Wide area monitoring and control systems for smart grids

-
Communication of a critical information with preferential handling for public safety scenarios

-
Multimedia Priority Service (MPS) providing priority communications to authorized users for national security and emergency preparedness.

Overall, mission critical services are expected to require significant improvements in end-to-end latency, ubiquity, security, robustness, availability, and reliability compared to UMTS, LTE, and WLAN.

Table 5.1.2.3.1: Example mission critical use cases

	Sample use case
	Description
	Critical requirements

	Substation protection and control
	Automates fault detection and isolation to prevent large scale power outage

For example, Merging Units (MUs) perform periodic measurements of power system components, and send sampled measurement data to a Protection Relay. When the Protection Relay detects a fault, it sends signals to trip circuit breakers
	• Latency: as low as 1 ms end-to-end

• Packet loss rate: as low as 10-4
• Transmission frequency: 80 samples/cycle for protection applications. 256 samples/cycle for quality analysis and recording

• Data rate: ~12.5 Mbps per MU at 256 samples/cycle

• Range: provide coverage to the substation

	Smart grid system with distributed sensors and management
	A smart grid system aims at improving the efficiency of energy distribution and requires prompt reaction in reconfiguring the smart grid network in response to unforeseen events
	Performance requirements are derived from EC FP7 project METIS Deliverable D.1.1:

• Throughput: from 200 to 1521 bytes reliably delivered in 8 ms

• One trip time latency between any two communicating points should be less than 8 ms for event-triggered message that may occur anytime

• Device density

-- dense urban hundreds of UEs per km2
-- urban around 15 UEs per km2

-- populated rural max 1 UE per km2

	Public Safety
	Operation of first responders in case of fire or other kind of emergency situation
	Public Safety requires preferential handling of its traffic

	Multimedia Priority Service (MPS)
	Priority communications to authorized national security and emergency preparedness (NS/EP) users in times of disasters and emergency. Authorized NS/EP users have to rely on public network services when the communication capability of the serving network may be impaired, for example due to congestion or partial network infrastructure outages, perhaps due to a direct or indirect result of the emergency situation and therefore needs preferential handling and priority access to communication resources.
	MPS requires preferential handling, and priority treatment.


5.1.2.4
Speech, audio and video in virtual and augmented reality

In this traffic scenario, voice communication is used in a highly interactive environment, e.g., a multiplayer game or a virtual reality meeting. The voices of participants must be transmitted as quickly as visual information related to the environment. This requirement applies to both audio and video components of the environment. The latency requirements for video, 10 ms, including encoding and decoding are derived from human perception (higher latencies may create nausea). To synchronise speech and audio with video, the one-way delay for speech and audio, including encoding and decoding, should be similar.

Augmented reality, virtual reality, and three-dimensional (3D) services will be among the services which play an increasingly significant role in the 2020+ timeframe. These scenarios place critical requirements on transfer bandwidth (e.g. 8K stereo video -250 Mbps) and delay to provide a better user experience compared to current video services.

A high frame rate improves the video quality. Virtual reality may require the capability of displaying content at frame rates of 120 fps or more.

5.1.2.5
Local UAV Collaboration and Connectivity


Unmanned Aerial Vehicles (UAVs) can collaborate to act as a mobile sensor and actuator network to execute tasks in uncertain and dynamic environments while being controlled by a single user. Accuracy in sensing tasks is increased when deploying a team of UAVs versus just one as there are multiple vantage points using multiple sensors. Examples of uses for deploying a team of UAVs include:

-
Searching for an intruder or suspect

-
Continual monitoring of natural disasters

-
Performing autonomous mapping

-
Collaborative manipulation of an object (e.g., picking up corners of a net.)

Figure 5.1.2.4-1 depicts how communication occurs in UAV local vehicle collaboration and connectivity. Both node to node and UAV to mobile network links are required.
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Figure 5.1.2.4-1: Communication Path

-------------------- END OF CHANGES ---------------------
