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Abstract: This Discussion paper presents 5 relevant 5G use cases as defined by the EU-funded collaborative research project MiWaveS, which develops millimeter-wave wireless communication technologies for future 5th Generation heterogeneous cellular mobile Networks The project is composed by a consortium of 15 partners including major network operators, equipment manufacturers, technology providers, research institutes and academic institutions from eight European countries. More info can be found at: www.miwaves.eu.
The MiWaveS (Beyond 2020 heterogeneous wireless network with Millimeter-Wave Small-cell access and backhauling) consortium is composed of the follwoing partners:

· Research centers: CEA-Leti (FR, project coordinator), VTT (FI);
· Universities: Technische Universität Dresden (DE), Universite de Rennes 1 (FR), University of Surrey (UK);

· SME: SiversIMA (SE), Optiprint (CH), TST (ES);

· Large companies: Intel (DE), Orange (FR), Nokia (FI), Telecom Italia (IT), National Instruments (DE), STMicroelectronics (FR).
The expertise of MiWaveS’ partners guided the process of creating a concrete subset of use cases and scenarios, needed to assess and highlight the final project results.
These use cases provide a common background to group the technical solutions proposed by the project partners, and allow comparing and evaluating such solutions in a very efficient way.

Table 1 contains the common KPIs defined for all MiWaveS’ use cases. When applicable, the use case specific KPI targets are set and presented in the corresponding sub-section and references to known specifications and deliverables of other EU-funded projects were utilized (like the METIS project deliverable D1.1 [1] for instance).

Table 1: Common KPIs for MiWaveS’ Use Cases

	#
	KPI
	Definition

	1
	Energy Efficiency (EE)/power consumption
	An estimation of the EE savings shall be done against the legacy or against an always-on scenario, preferably by using EARTH or OPERA-NET traffic and power profiles, and referring to ETSI EE standards.

	2
	End user capacity
	Capacity offered to the user within the service area:

1. Average capacity everywhere in the service area;

2. Peak capacity in specific places.

Strictly related to the KPI #12 on QoS/QoE.

	3
	Reliability (service/backhaul)
	An estimation of the reliability shall be done against the legacy network implementation.
1. Service: out of service rate.

2. Backhaul: outage rate of the BH link. BH outage rate affects the service availability for all the UEs served by the associated small cells. It is envisioned that the BH link can consist of several relay nodes, i.e., multi-hop relays based BH link; in such a case, the reliability of the BH link refers to the overall outage rate of the end-to-end link aggregating all intermediate links.

	4
	System Coverage
	Ability to support the services with defined QoS/QoE thresholds.

	5
	Network adaptation versatility
	Automatic adaptation of the network to the arrival or clearing of a node.

	6
	Area Throughput/ System Capacity
	1. Total maximum system capacity and expected maximum number of connected users per area.

2. Overall offered throughput in the service area. This KPI should be evaluated by considering full buffer traffic.

	7
	Backhaul range
	The maximum distance between two adjacent nodes in the backhaul link for achieving the required overall backhaul reliability and capacity.

	8
	Efficiency of installation and in operation
	Support of cost-efficient roll-out and operation of the small cell networks (WP1 O1.2).

	9
	HetNet capability/ Dual Connectivity
	In addition to the seamless hand-overs between mmW AP´s, interworking between access layers:
1. Between macro-cell access and mmW small-cell access.

2. Between mmW small-cell access and other small-cell RATs, e.g. WiFi 2/5 GHz

	10
	QoS and QoE
	Capability to provide capacity to selected users, services and geographical areas.
Suitable capacity to support the services requested by the UEs.

	11
	Cost efficiency
	Optimization of network deployment costs.


Note: Exposure to EM fields as well as other node regulatory-type approval specifications are not considered as system KPIs.

Use Case 1: Urban street-level outdoor mobile access and backhaul system 

In future mobile broadband systems, 1000-times higher data volume per area has been envisioned by year 2020, e.g. in METIS Deliverable D1.1 [1]. End users expect to have high capacity seamless connections to wireless services almost anywhere, especially in urban street areas. 

In urban areas, most of mobile networks users are either stationary or slowly moving and area-specific mobile network use and demands depend e.g. on the following variables: time of day, day of the week and seasonal differences. They are also affected by the urban structure (i.e. distribution of housing, offices and leisure/evening activities as well as the places of bus stops and traffic lights); in case of very dedicated areas/structures, there may just be one or few heavy traffic peaks during the day but most of the time the load may be relatively low and some APs may be switched off temporarily by the macro layer.

In addition to human users, thousands of sensors, detectors and small Machine Type Communication (MTC) equipment at the street level are expected to be connected to the network. Some of those, for instance video cameras, may need high capacity connections and will be served by the mmW access.
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Figure 3‑1: Urban street-canyon mmW small cell access and backhaul scenario.

1.1
Assumptions and key technical challenges

The currently deployed macro cells will not be able to provide enough capacity for street-level users in an urban environment and new small cells are therefore needed. To get enough bandwidth for the mentioned increase of traffic, the mmW band is needed for new small cell access and related backhaul. To optimize the use of bandwidth, dynamic uplink-downlink ratio is needed for both access and backhaul. Handover between different small cells and between macros and small cells need to be seamless, so that end users services will continue without any performance degradation.

MTC has many different requirements for access and backhaul, depending on the application under focus. It might not be feasible to connect all those MTC entities using a low frequency and narrow band access, so much so for those ones requiring a particular high traffic capacity. In such cases, a high capacity large bandwidth mmW access is needed. Especially UT in line of sight of mmW access point will benefit most, e.g. when running applications like real time HD video that need low latency and high availability in uplink direction.

Small-cell APs will serve the stationary or slow vehicular (max 30km/h) users, which normally are using most of the high-capacity services e.g. DVD-movie loading by 10 seconds. Users moving with high speed inside cars will be served through existing macro cells. 

The case of many users with high data usage, all covered by a single small cell, calls for very high capacity wireless backhaul. This backhaul will connect roof-top macro sites or core network and small cells with some optimal way to enable dynamic traffic load balancing between available BH links when users are moving along the streets.

For mobile operators, the planning, installation and management of large amount of new small-cell access points with related high capacity backhaul is a cost and resource challenge. Small form factors and easy installation are required and automated network planning, installation and management functions are needed as much as possible since installing cables other than power cables is normally too expensive and time consuming.

Those additional needed small cells will then most probably be installed on lamp posts, traffic lights and building walls to the heights of 4‒10 meters. 

Summary of assumptions and key technical challenges of use case 1:

· Network topology: A mesh topology helps increasing network reliability. Chain topologies are used when relaying backhaul capacity to further APs; the maximum number of hops is very much dictated by latency requirement. Star topologies will co-exist.

· Type/Size of small cells: In hot-spots/-zones, small cells form a continuous coverage. Uniform capacity is preferred, i.e. no strong cell centre-edge capacity difference. The natural AP cell diameter is the distance between two consecutive light poles (30‒50 meters).

· Environment: an outdoor environment is assumed. Node protection against climatic issues (rain, wind, sunshine), vandalism, security issues and large ambient temperature range (-40 to +55°C) is required.

· Frequency:

· Access at 60 GHz or 80 GHz;

· Backhaul at 60 GHz or 80 GHz;

· Backhaul may operate at a different frequency band than access (own RRM) or at the same band as access (common RRM); 

· Other microwave/millimetre-wave frequency bands will be briefly discussed but the study focus will be on 60‒90 GHz bands.

· AP density:

· A preliminary assumption is to have an AP at every light pole (ca. 30‒50m) depending on the link budget, environment (obstacles), user density, capacity requirements (cell centre vs. edge), etc;

· In the 80-GHz band, it is possible to have larger cells with 100-m radius and 200-m backhaul, but 60-GHz regulations (maximum radiated power) might allow only 50-m cell radius.

· User density: peak 10.000 users per km² (1 user per 100 m²).

· Mobility: stationary or low mobility users.

· Backhaul and backhaul re-configurability: first from macro to street level and then a couple of hops to APs. Dependency on topology (e.g. mesh for redundancy).

· Traffic model/profile:

· Fast file download (several Gigabits in a few seconds);

· Ultra-HD TV and music streaming (real-time, lots of coincident users);

· Web surfing (best effort);

· Web multi-party gaming (low round trip delay time (RTT) and low latency variation, two-way);

· MTC communications with real time HD videos from terminals to network (uplink).

1.2
Key Performance Indicators

Reference metrics to be used in order to evaluate the performance of the solutions covered by this use case are presented in Table 2.

Table 2: KPIs for MiWaveS Use Case 1.

	#
	KPI
	UC1 Targets

	1
	Energy Efficiency (EE)/Power consumption
	With 1000x increase of area throughput, network-level power consumption comparable to the legacy network (LTE macro) e.g. by using pencil beam technology and smart activation/
deactivation mechanisms.

	2
	End user capacity
	1. 250 Mbps typical peak access data rate at cell edge.

2. 2-5 Gbps maximum peak rate near the access point. (according to WP1 objective 1.1).

	6
	Area Throughput/ System Capacity
	· Peak 10.000 users per km² (78 users in 50-m radius cell).

	8
	Efficiency of installation and in operation
	· One AP installation including backhaul within less than an hour.

· Self-organising wireless mmW backhaul.

	9
	HetNet capability/Dual Connectivity
	1. Continuous connection by dual-connectivity type of method to avoid service outages and ensure continuous control.

2. Handovers with minimized service outages.

Seamless handover between mmW APs.

	10
	QoS and QoE
	· Short DVD download time.

· Low latency for access and wireless backhaul to enable e.g. fast TCP download.


Use Case 2: Massive public events and gatherings 

This use case deals with massive crowds gathered for some periods of time in small areas, e.g. for public or sport events, or for other similar cases. Three main types of events are primarily considered in this use case:

· “Massive crowd”: big events held in locations where the network infrastructure was not sized for such gathering, e.g. Assisi during Pope’s visit;

· “Sport event”: the operator must provide the continuous broadband coverage of a sport event in all the points along the route even if not at the same time, e.g. Tour de France or Turin Marathon;

· “Vacation resort”: huge user densities are concentrated in particular locations, only for few weeks during the year but with a seasonal repetition, e.g. ski resorts in winter, beaches during summer time.

In all the mentioned cases, the reference network topology is represented by a self-configurable backhauling network, able to dynamically steer the required capacity towards the crowded areas. In this context, the use case is mostly related to the usage of millimetre waves for backhauling, especially in the architecture thoroughly described in section 5.2. Nevertheless, the access network itself could be based on millimetre waves as well, when considered advantageous. When it comes to the access link, one of the main technical challenges may concern the mmW access link for large crowded areas where there may be only a single path to an access point and this path might be easily obstructed on a very short time scale (e.g. by other people in a crowd). Planning of how to position access points, tracking the connection to them and initiating fast hand-overs may be key to a reliable, high-data rate mmW access link. This will, in addition, require fast re-routing of the actual backhaul traffic for different users.
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Figure 3‑2: Covering hot spots with small cells in typical mass event environments.

Massive crowd use case

Due to the poor macro coverage, some sites (called master) can be in charge of collecting the traffic served by surrounding multiple small cells using mmW connections and forwarding it to the core network. The small cells are designed in order to automatically configure the connections towards the master station or towards other small cells (in a meshed architecture or multi-hop relayed architecture).

The final configuration can be the output of a centralized or distributed algorithm with the goal of optimizing the system capacity taking into account the quality of service (QoS) requirements of the traffic.

In case of new small cells installation or small cell failure, the network must be able to reconfigure itself automatically while minimizing the out-of-service time. Each small cell is provided with a radio link using a high-gain antenna that points another small-cell access point and implements the backhauling of the station.

Sport event use case

The coverage in this case can be provided by mobile or fixed stations. Based on the traffic density, there is the possibility to switch on/off the access points in order to focus the capacity only where it is needed (some of the other access points can be used as intermediate nodes in a meshed architecture in order to connect the currently-used access points to the macro-cell providing the final connection to the core network).

The final configuration must be able to optimize the network performance (both in terms of throughput and energy efficiency) while at the same time fulfilling the QoS requirements of the different traffic types. 

In this case, it can be envisaged that higher priority is dedicated to the uplink video traffic and lower priority to the traffic generated by the spectators along the route. In case of new access points or access point failures, the network must be able to reconfigure itself automatically while minimizing the out-of-service time interval.

Seasonal use cases

Classical examples are the migration of thousands of people to ski resorts during Christmas holidays in winter and to seaside locations during summer; in these cases, it happens that small villages in the mountains or near the sea, which during the rest of the year have few hundreds of residents, suddenly see the number of their inhabitants increased by several times, when secondary houses or hotels are full of tourists. 

Among the different technical requirements that may arise, it is possible to distinguish between two scenarios named:

· “Mountain resort”: in this scenario users are gathered in very small areas, which are far away from each other; the traffic is concentrated during the day in particular hot spots on the mountains, corresponding to chalets and ski lifts, where skiers gather to relax or to go up the mountain again, respectively; during season peaks of frequentation, these concentrations can be very huge and people usually take advantage of the waiting line to use their smartphones. In this use case, mmW links can help give access to almost static users, therefore backhauling needs only fixed links;

· “Seaside resort”: this is a more spread scenario with some massive users gatherings in unpredictable small areas; the users concentrations are on a beach, which is often characterized by a linear dimension; users can be static or slowly moving, so macro-coverage can supply for access, while additional backhauling at mmW may need to be reinforced during the day in different zones of the beach, i.e. at lunch time or in case of entertainment events (e.g. beach volley), served by temporary small cells.

2.1
Assumptions and key technical challenges

· Network topology: a reference to the suitable network topologies for the different use cases is made in previous descriptions. The commonality between all the use cases is a network with reconfigurable backhauling features, with steering capability. Note that the network shall be optimized for downlink and uplink jointly and shall have good reliability performance. Also, the mmW access link can represent a significant challenge when massive crowds are gathered in small areas with high probability of shadowing the link.

· Type/size of cells: the cells useful in these scenarios/use cases are mainly small cells able to connect to the self-configurable backhaul link; in some cases, the cells could be moving cells (drones can be included as well).

· Environment: mostly dense urban-like, for the number of users to be served, even if the use cases are referred also to suburban or loosely populated use cases, but only when large gatherings of people happen.

· Frequency: mmW and up to 86 GHz for backhauling; mmW and legacy frequencies for access link.

· AP/user density: as stated above the use case is a dense-urban-like one, in the sense that huge and massive gatherings of people happen in these use cases, even if, especially for the sport event case, the use case could take place in rural environments. The AP density refers then as an upper case to the dense urban case.

· Mobility: considering massive crowds, it is straightforward to consider a low mobility level; sport use case anyway could foresee also a high mobility condition.

· Backhaul and backhaul reconfigurability: the use case relies heavily on the backhaul reconfigurable link, in order to follow the traffic in space and time distribution, for the massive gatherings in the mentioned scenarios

· Traffic model/profile: to be defined, depending on the different use cases. Traffic models are under construction in the GreenTouch consortium [4] using EARTH [2] and OPERA-NET traffic models [3]. For sport events or concert events, test cases and typical use cases may be referenced with the METIS Deliverable D1.1 [1]. In METIS D1.1, there is also a very challenging traffic profile for sport events due to the huge data rate requested in very short time frames.

2.1
Key Performance Indicators 

Reference metrics to be used in order to evaluate the performance of the solutions covered by this use case are presented in Table 3.

Table 3: KPIs for MiWaveS Use Case 2.

	#
	KPI
	UC2 Targets


	1
	Energy Efficiency (EE)/Power consumption
	Deployments in this use case shall be done typically in a temporary or adaptive manner, allowing to share resources and hence to save energy consumption with respect to an always-on layout. An estimation of the EE savings shall be done against the legacy or against an always-on scenario, using EARTH or OPERA-NET traffic and power profiles, and referring to ETSI EE standards1.

	2
	End user capacity
	In this use case, it is important to provide the suitable capacity to support the services requested by the UEs. Then, this KPI is strictly related to the KPI #11 on QoS/QoE. Satisfactory quality shall be ensured in the areas dealt with by this UC. This depends on the service; for video, as an example, considering a MOS scale (Mean Opinion Score, 1-5), a suitable value for it could be 3.5-4.

	3
	Reliability (service/backhaul)
	Out of service minimization is the primary goal of the scenario, related to massive presence of people in small places for short time frames. The same reliability as in the “legacy” network shall be achieved in the massive crowd areas.

	4
	System Coverage
	System coverage shall be ensured in the massive crowds’ areas, even in temporary or adaptive way. Coverage shall be computed as agreed in the other use cases both in downlink and uplink (referring to the QoS/QoE thresholds).

	6
	Area Throughput/System Capacity
	The system throughput shall be compliant with METIS D1.1 requirements (1000 times higher mobile data volume per area), even in these challenging scenarios, at guaranteed QoS. Uplink capacity is also relevant, in particular for sport events.


ETSI ES 202 706 (previously known as ES 102 706), ES 203 228 (this latter available end of 2014).
Use Case 3: Indoor wireless networking and coverage from outdoor

This scenario concerns the evolution of the network in domestic and professional environment toward an increase of transmission capacity and versatility to connect to the network. This aim can be met by installing an access point at home that can be directly connected to an operator through a meshed architecture.

The connection to the external network can be achieved by installing an antenna inside the room (maybe near a window), or outside the house (like current satellite antennas) connected to the network. The device is connected to the operator network by quasi-fixed links activated when needed, i.e. that it is under private responsibility and, when deactivated, it becomes unavailable for the meshed network. The connection to the UE can be performed via fixed or reconfigurable links.

These APs can be deployed in two cases:

· Replacing the current Asymmetric Digital Subscriber Line (ADSL) by offering a larger capacity and more use versatility for different applications (phone, transmission of data, domestic services, etc.) in the case where the cable is not installed in the room where connection is needed.

· It can be also an easy and cheap way to cover zones where fixed lines or fibre are not deployed, such as residential area, villages, city in developing countries, etc. 
In both cases, an individual or collective antenna is installed by the user as a relay between mmW outdoor network and the indoor network that can be transferred toward other radio-access technologies for instance by FST (Fast Session Transfer).
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Figure 3‑3: Providing indoor coverage from outdoors.

3.1
Assumptions and key technical challenges

The frequency considered here is the mmW frequency. The transfer toward other radio technologies in indoor transmission can be performed in a second step for instance by FST. The device can be used as an access point and as a node of the meshed network.

Two implementations have to be technically considered:

· In the first implementation, the user antenna is installed inside the building. The propagation characteristics of the mmW do not likely allow communication except in the vicinity of building apertures. We think particularly of a device against or just behind the window. This case is particularly interesting because it doesn’t need additional infrastructures from the user part. However, the main problem can lie in the link budget necessary to meet sufficient transfer capacity.

· In the second implementation, the user antenna is installed outside the building. Following the needs and the network configuration, the user antenna can be placed on the face of a building (rather for isolated user) or on the roof top of the building (for collective or isolated user). In both case, a wire is necessary to link outdoor to indoor. In this second implementation, the antenna can serve also as a relay of a mesh network.

Both implementations can be performed in urban industrial and semi-rural zones and are intended to be used mainly to data transmission in a dense expected traffic environment.

The mobility is rather low but the network has to automatically adapt to some few configuration changes (when the terminal is moved, or at the connection of new users).

3.2
Key Performance Indicators

The main issues to be addressed are then:

· Provide a capacity matching the one of present ADSL with outdoor to indoor mmW wireless technology;

· Check if the link budget can allow enough capacity to be directed from outdoor to indoor link, e.g. by placing the indoor terminal at a window. This evaluation can be estimated for dense cities, residential area, industrial area and villages;

· When switched on, the device has to reconfigure itself as a node of the meshed network;

· In case of new access point or access point failure, the network must be able to reconfigure automatically minimizing the out-of-service time ;

· Allow multiple interfaces in indoor through FST technology.

Reference metrics to be used in order to evaluate the performance of the solutions covered by this use case are presented in Table 4.

Table 4: KPIs for MiWaveS use case 3.

	#
	KPI
	UC3 Targets

	1
	Energy Efficiency (EE)/Power consumption
	This service is expected to be used inhomogeneously in many concerns: time of the day, between uplink and down link, during a communication, in space. A special attention is to be paid to adapt the consumption to the actual demand.

	2
	End user capacity
	The capacity is expected to match at least the order of magnitude of the current ADSL services (i.e. 10 Mb/s)

	3
	Reliability (service/backhaul)
	Reliability is not very tight for data. This item can then be relaxed. However, a low capacity of a few tens of kb/s has to be always available.

	5
	Network adaptation versatility
	To maintain the coverage as large as possible, the use of the mmW user terminal as a possible relay has to be envisioned seriously thank to its immobility and the low limitation in size. This would be helpful first to cover shadowed region and secondly to balance the effect of time use inhomogeneities. Indeed, many connections are likely performed during the same hour slots, and the traffic of each user can vary during the time and then, during the low level of capacity of one user, the terminal can serve as a relay.

	9
	HetNet capability/Dual Connectivity
	Fast switching between 60 GHz and lower frequency bands (from 2.4 GHz to 5 GHz for instance) using dedicated protocol (Fast Session Transfer). Associated link adaptation technique.


Use Case 4: Rural detached small-cell zones and villages 

Conventional backhaul solutions are based on fibre or copper connections. Especially in rural areas, the bandwidth to remote stations and the available capacity in villages is limited. 
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Figure 3‑4: Rural village use case, orange dots: relays or APs, purple dots: UEs.

This is still true for many industrial countries. It even gains more importance for developing countries. Cellular services brought affordable voice services to the people. The internet revolution will happen based on mobile services. The existing infrastructures in such countries are not prepared for the data amount of heavy internet usage. Further traffic demands may increasingly appear in recreation areas, areas under natural preserve, national parks, locations where many visitors show up and use their devices. With respect to the various national environment policies, wired line based infrastructure installations may be difficult, therefore these backhaul traffic demands can be better covered by mmW wireless backhaul, keeping the impact on nature limited. 

There are two basic use cases: 

· Cells are being connected with mmW only;

· Cells have already a wired line connection, but with limited bandwidth and mmW are used to enhance the backhaul bandwidth.

In Section 3.2, seasonal use cases are described. A winter resort may be well covered with fixed line backhaul in summertime. For wintertime, the wireless backhaul and new user access points may be activated to cover the additional capacity needs. Similar variations may occur in popular areas for leisure time activities, e.g. picnic grounds, sightseeing spots, which may have the traffic peaks on weekends and holidays, and may as well require a dynamic backhaul provisioning. 
A key element of backhaul provision to remote cells is the use of relays. Thus, it is possible to have a chain of relays which finally terminates at a cell, providing user access either by mmW or by a Mobile BroadBand (MBB) system. In addition, the relays as such may as well have an additional function to provide user access. A conventional thinking may be to use the shortest path to a remote cell. But for many practical reasons, this would imply serious infrastructure efforts, like poles, real estate access, accessibility and so forth. Thus, another model is to use existing infrastructure, e.g. roads and roadside installations, like lamp posts, gas stations, kiosks, restaurants, parking space. This latter model delivers accessible infrastructure, and if a relay is situated e.g. at a gas station, the provisioning of a small cell seems very useful. It is known from recent research on small cells and work in 3GPP standardization bodies that the overlaying macro structures have large benefits by offloading. People taking a break at such roadside locations are likely the ones wanting to download information, or searching something in the Internet. Therefore, not following a direct path to the remote cell can have upside potentials from a business perspective. As previously described, there are different types of small cells and relays. The following table lists a number of potential types of small cells. The list may not be exhaustive.

Table 5: Potential types of small cells identified for the fourth Use Case.

	
	Backhaul
	Access link
	Relay Function

	Type 1
	mmW
	MBB
	No

	Type 2
	mmW
	mmW
	No

	Type 3
	mmW
	mmW + MBB
	No

	Type 4
	mmW
	MBB
	Yes

	Type 5
	mmW
	mmW
	Yes

	Type 6
	mmW
	mmW + MBB
	Yes

	Type 7
	mmW
	None
	Yes


Types 1 to 3 are the small cells intended to serve the rural traffic hotspots, and are the final node of multi-hop chain. Types 4 to 7 are the relay types, supporting optional local user access cells.
If the mmW user access is using the same radio resource as the backhaul, a load and priority balancing of the resources is possible. Relay distance is a function of achievable antenna gains and required bandwidth. For low traffic periods, for the sake of energy efficiency functions, even entire relays may be disabled, assuming a re-routing functionality. The multi-hop structure can also use different backhaul paths. 

It should be noted that the latest WLAN standard 802.11ad (a.k.a. WiGig) has adopted mmW frequency for the signal transmission in order to furnish the user with the data rate up to multiple Gbps. The WiGig standard also specifies different possible deployment of WiGig based product, for example, both conventional AP and BH oriented relay node can be implemented according to the WiGig standard. It is natural that the WiGig based technique can be exploited to tackle the problem in this use case. It is however well known that WLAN systems have difficulties to manage the user mobility, operators have very limited control on the resource allocation and is more power hungry in general than a device in a typical cellular system. As such, one of our main targets in MiWaveS project is to develop a more advanced cellular system integrating the mmW transmission in a more efficient manner. The advantages of the new proposed techniques will be evaluated and analyzed in terms of the defined KPIs in Section 3.4.2.
4.1
Assumptions and key technical challenges

· Network topology: The network topology to support the detached remote cells consists of mmW band multi-hop connections for remote cells in combination with existing fixed network backhaul connection. Hop length in rural environment is estimated to range from 200 m to 800 m, depending on the capabilities of antenna installation, availability of the LOS connection, and topology.

· Type of cells: remote mobile broadband cells for traffic spots, mmW user access on relay and end points.

· Environment: rural and sub-urban deployment, using existing roadside infrastructures, like lamp posts, traffic lights, traffic signs, gas stations, restaurants, etc. Outdoor environment is assumed. Node protection against climatic issues (rain, wind, sunshine), vandalism, security issues and large ambient temperature range (-40 to +55°C) required. 

· Frequency: below 6 GHz for mobile broadband user access, mmW for backhaul and user access.

· Density: on demand basis, defined by the relay hop length. 

· Mobility: stationary or low mobility users. 

· Backhaul: The BH link can be established first from macro to street level and then mmW multi-hop relay. In some cases, depending on the topology, it can be combined with fixed line backhaul to AP. 

· Traffic Model: RT and NRT traffic support. Traffic variation over day, week and season are to be considered.

4.2
Key Performance Indicators

Reference metrics to be used in order to evaluate the performance of the solutions covered by this use case are summarized in Table 6.

Table 6: KPIs for MiWaveS Use Case 4.

	#
	KPI
	UC4 Targets

	1
	Energy Efficiency (EE)/Power consumption
	The solution shall be adapted according to the actual traffic demands. The energy efficiency is targeted at 30-50% energy saving compared to the normal “always-on” operation. This will be based on a specific deployment model.

	3
	Reliability (service/backhaul)
	The target for this performance metric, i.e., backhaul reliability should be above 99.9%.

	7
	Backhaul range
	The range is expected to be within 200 to 800 meters. Typically mmW signal has unreliable communication connection when the propagation distance is greater than 200 meters, however the relay nodes in the BH link are presumably deployed in the locations with better possibility of experiencing LOS connection with other peers.

	8
	Efficiency of installation and in operation
	· One AP installation including backhaul within less than an hour.

· Self-organising wireless mmW backhaul.

	10
	QoS and QoE
	· Short DVD download time.

· Low latency for access and wireless backhaul to enable e.g. fast TCP download.


Use Case 5: Hotspot in shopping malls

Ad-hoc deployment of small cells is an efficient solution to cope with the high data rate traffic services that originate indoors. Classic macro-cell based wireless networks are not suitable to satisfy the related requirements due to propagation and penetration losses. Moreover, shopping malls may be located outside the city centre i.e., in rural and suburban areas where offering high capacity is even more challenging. Therefore, in this latter case, bringing optical fibre is likely to be unaffordable and mmW backhaul may be preferred as a cost-efficient solution to enable high data rate services inside the malls.

Indoor small cell deployment avoids outdoor to indoor propagation losses and benefits from the favourable radio environment characteristics to offer enhanced wireless services. With respect to more classical solutions, based on small cells operating in the sub-6-GHz bands, technologies based on 60-GHz transmissions allow larger bandwidth at the cost of an increased requirement in terms of number of deployed cells and mobility support.

Furthermore, in the shopping malls, small cells can be deployed either by the shopping mall owner in a semi-planned fashion or by the owners of the shops, in order to provide additional services (such as internet connection or advertising) to the customers in an unplanned manner. 

It is possible to foresee that the restaurants and the coffee shops in shopping malls provide free internet access to their customers. Therefore, waiting to be served or after the lunch, a customer may enjoy some relax time and use his smartphone or tablet for web browsing or video streaming. This scenario will be characterized by a high density of traffic in a very small area (i.e. the restaurant).

Other shops may use their 60-GHz small cells to send interactive messages, which contain videos or images, to promote their products or inform customers about special offers. The main challenges in this scenario are the nomadic nature of the UE and enabling an effective coordination amongst neighbouring cells in a self-organizing fashion. In both cases, it is expected mainly an asymmetric traffic, with challenging QoS constraints in the downlink and low data rate requirements in the uplink.

Concerning the backhaul, multi-hop topologies will be necessary to successfully provide coverage outside dense urban areas. Depending on the hour of the day as well as on the number of customers present in the mall, the required capacity will vary. Accordingly, cross-layer load balancing mechanisms, based on the joint implementation of routing, radio resource management (at the backhaul), and beam steering, may notably improve the system efficiency while locally satisfying QoS constraints.

5.1
Assumptions and key technical challenges

· Network topology: the shopping centre will likely be equipped with several pico-cells operating at lower frequency bands (e.g., 2 GHz) to provide coverage requirements and minimum data rate services. This baseline matches with the Scenario 3 under investigation in the small cell enhancement framework in 3GPP Rel.12 [5] and shown in the low-right corner of Figure 3‑5.

· However, in this deployment scenario, additional small cell nodes are deployed under the coverage of overlaid pico-cells in order to boost the capacity offered by the baseline wireless network. These additional small cells will be deployed ad-hoc by the shops owners or network providers and may operate on different bands by using distinct RATs (WiFi, mmW at V band, 3.5 GHz LTE, etc). At each shop, one or more small cells can be deployed depending on the used technology, required service, and coverage, i.e., the underlying small-cell deployment is not homogeneous.

· Concerning the backhaul, the overlaying pico cells will be connected through a full mesh topology, based on optical fibre, to enable cooperative mobility management and inter-cell interference mitigation. However, underlaying small cells will not be characterized by full connectivity and coordination capabilities and wireless backhaul, operating in the E/V bands, will provide local coordination for a cluster of neighbouring pico cells. Limited coordination amongst different clusters can be envisaged. Finally, multi-hop wireless backhaul will provide the connectivity between the core network and the wireless access network at the shopping mall.

· Density: A dense deployment of small cells will be required to provide high data rate services to the customers of the shopping mall. Daily traffic profile shows a regular pattern during the day with low load periods early in the morning, medium loads during work time, and high load in the late evening; this profile holds also on a weekly time scale, however, weekends are characterized by higher traffic demands with respect to work days. Furthermore, during particular periods, such as Christmas sales, the load and required capacity may strongly increase. 

· Mobility: UEs associated with higher data rate requirements, due to e.g. real time video streaming, will be mainly static. Web browsing traffic is also mainly associated to static users. However, nomadic UEs may access to voice over IP (VoIP) services as well as to interactive traffic used to promote the shop activities. Advertising will likely integrate videos and pictures. 

· Challenges: energy efficiency, inter-cell interference, spectral efficiency, joint optimization of the radio access and backhaul networks.
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Figure 3‑5: Deployment scenarios of small cell with/without macro coverage [6].

5.2
Key Performance Indicators

Reference metrics to be used in order to evaluate the performance of the solutions covered by this use case are summarized in Table 7.

Table 7: KPIs for MiWaveS Use Case 5.

	#
	KPI
	UC5 Targets

	1
	Energy Efficiency (EE)/Power consumption
	The HetNet considered by MiWaveS should provide at least the 50% of gain in terms of EE as provided by a classical microwave network composed of small cells. This gain is mainly due to the higher throughput provided by the mmW network.

	6
	Area Throughput/ System Capacity
	Since the shopping mall can be considered as a large hotspot, another relevant parameter to assess the effectiveness of the proposed network solution is the Area Throughput. In this scenario, such a KPI should be evaluated by considering full buffer traffic. A 1000X gain should be targeted with respect to the baseline architecture (microwave network).

	10
	QoS and QoE
	In the shopping mall, coverage, mobility management, and traffic requirements are a challenge. Coverage may be affected by the high number of walls and obstacles, which results in poor signal strength. Mobility management increases control traffic due to the high number of neighbouring BSs deployed in a restricted area, which requires in high coordination. Stringent traffic requirements are associated to interactive and real time traffic (in terms of latency and jitter) as well as for high data rate traffic (HDTV or FTP).

	11
	Cost efficiency
	In shopping malls, it is necessary to limit the overall cost associated to the network deployment. The optimal deployment should enable to reduce the number of nodes, especially in large areas, i.e., large hall, supermarkets, etc. Different shops may also share mmW infrastructure to reduce costs. In this use case, MiWaveS network should provide at least a gain of 50% in terms of cost efficiency with respect to a classic microwave deployment of small cells.


Use-cases wrap-up 

The use cases defined in this document cover most of the typical environments where small-cell heterogeneous millimetre wave mobile networks (i.e. backhaul and access nodes) will be deployed and where mobile services are used. Even though the proposed environments are very different from one another, they also present some similarities:

· In some cases, maximising mmW backhaul range may be an issue; but, in most cases, short hops (achievable with reasonable antenna sizes, output powers and energy consumption) are enough.

· End-user capacity and total maximum capacity per area: not only high peak and average access or backhaul link capacities matters, but even more important is the area capacity. Data rates determine the ultimate user experience like download durations, seamless operation and feedback time in gaming.

· There must also be quality of service and/or CEM mechanisms to provide capacity to selected users, services and geographical areas in case priority is needed.

· Spectral efficiency must be considered when starting to exploit mmW bands. There is a lot of spectrum available, but frequency regulation’s general requirement of interference free and efficient use of spectrum applies also here. 

· Ease of small-cell/ultra dense network planning and deployment is essential for cost-efficiency in many cases. Also, operation, management and configuration changes in high-density networks must be easy and quick to perform, and with minimized service outages.

· Because of challenges in mmW propagation, the backhaul reliability is seen as one KPI.

· Power consumption reduction compared to legacy is an obvious requirement today for all installations. There can be different indicators for energy consumption like consumption per bit, per network element or for the whole network.

The actual usage, i.e. applications requiring mobility and high data rates, would still need more attention to characterise the requirements of the network.

High level classification and summary of the KPIs defined for the MiWaveS use cases is presented in Table 14.

Table 14: Summary of the KPIs for MiWaveS use cases.

	High-level targets
	KPIs
	Use cases

	Capacity
	End-user capacity
	1, 2, 3

	
	Area throughput/system capacity
	1, 2, 5

	Service and reliability
	Reliability (service/backhaul)
	2, 3, 4

	
	System coverage
	2

	
	Backhaul range
	4

	
	QoS and QoE
	1, 4, 5

	Green radio
	Energy efficiency / power consumption
	1, 2, 3, 4, 5

	Network flexibility / TCO reduction
	Efficiency of installation and operation
	1, 4

	
	HetNet capability
	1, 3

	
	Network adaptation versatility
	3

	
	Cost efficiency
	3
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