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Abstract: This document proposes text changes to remove references to costs from TR 22.864.  Clauses 5.4.1 and 5.5.1 are modified.

First Proposed Text Change:

5.4.1
Description

Editor’s Note: The following text is based on some of the text taken from sections 5.36, 5.39, 5.38 of TR 22.891 with minor updates/clarification.
Video based services, personal data storage applications have been instrumental for the massive growth in mobile broadband traffic. Simultaneously, advances in the semiconductor technologies have driven down the volume of storage devices, thereby allowing for a flexible and effective deployment of in-network content caching entities at the edge of the network, e.g. the terminals, radio site, local aggregation point, and distributed personal cloud over 3GPP network. The operation of in-network caching and storage may flexibly deploy content caching entities within the network and efficiently delivery content from/to the appropriate content caching entities. For example: Delivering popular video content in content caching entity via broadcast, and securely storing the personal data/files of a user in distributed caching entity. The benefits of in-network caching and storage include:

1) provides a better user experience (lower latencies and channel switching times) for the end-user, 

2) Allows the operators to dimension their network and backhaul more efficiently and 

3) In some scenarios, efficiently utilize its limited radio resources. 
A significant and growing fraction of the traffic uses the HTTPS protocol which is encrypted. It is important that the 3GPP network be able to efficiently cache this type of contents.
Future 3GPP networks should natively support protocols that would allow the discovery, routeing and dynamic intelligent caching of named content.  This would offer benefits in terms of latency reduction, bandwidth savings, flexible caching, and security.
Second Proposed Text Change:

5.5.1
Description

A dense urban area will serve both indoor and outdoor users.  Access nodes will be increasingly dense, both indoor and outdoor.  Backhaul availability would be one of the key issues in this scenario. Network planning is another issue. Precise network planning would be difficult, considering the deployment concerns, backhaul capacity and scalability etc.  
The increasingly high densification of access nodes needed to meet future performance objectives poses considerable challenges in deployment and management. The use of wireless backhaul for such access nodes helps to address some of the challenges. Wireless self-backhauling may be particularly useful for higher frequency bands.

Wireless self-backhauling can enable simpler deployment and incremental rollout by reducing the reliance on the availability of wired backhaul at each access node location. Network planning and installation efforts can be reduced by leveraging plug & play type features—self-configuration, self-organizing, and self-optimization. Wireless self-backhauling can enable incremental growth planning by adapting deployment of managed backhaul capacity to the increase of traffic demand as the number of users within the service grows over time.
Network sharing can also imply sharing of fronthaul/backhaul network resources by using emerging 5G method (e.g., network slicing) or by proprietary means. Fronthaul/backhaul networks can be deployed by multiple operators. This will allow network operators to benefit by providingbetter Quality of Service (QoS), and optimally sharing network resources with other operators when considering traffic conditions, peak hours, etc. 
NOTE: Fronthaul network is referred to e.g., the network between Remote Radio Head (RRH) and Baseband Unit (BBU) whereas backhaul network is referred to the network e.g., between BBU and the core network.
3GPP


