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Abstract: This document proposes to clean TR 22.891 up in the area of FS_SMARTER-CriC.

Proposal

TR 22.891 v1.1.0, agreed at SA1#71bis, contains several typos, inconsistences and confusing text. This document proposes a clean-up of use cases related to FS_SMARTER-CriC.

=========== PROPOSED CHANGES ============
----- START OF 1st CHANGE -----
[bookmark: _Toc408371048][bookmark: _Toc434174606][bookmark: _Toc434175313]5	Use Cases
[bookmark: _Toc434174607][bookmark: _Toc434175314][bookmark: _Toc408371049]5.1	Ultra-reliable communications
[bookmark: _Toc434174608][bookmark: _Toc434175315][bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102][bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103][bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106]5.1.1	Description
In order to enable certain services related to ultra-highly reliable communications, a highminimal level of reliability and low latency is required to guarantee the user experience and/or enable the service initially. This is especially important in areas like eHealth andor for critical infrastructure communications.
Mission critical communication services require preferential handling compared to normal telecommunication services, e.g. in support of police or fire brigade. 

Examples of mission critical services include:
· Industrial control systems (from sensor to actuator, very low latency for some applications)
· Mobile Health Care, remote monitoring, diagnosis and treatment (high rates and availability)
· Real time control of vehicles, road traffic, accident prevention (location, vector, context, low Round Trip Time RTT)
· Wide area monitoring and control systems for smart grids
· Communication of a critical information with preferential handling for public safety scenarios 
Overall, mission critical services are expected to require significant improvements in end-to-end latency, ubiquity, security, robustness, and availability/reliability compared to UMTS/LTE/WiFi. 
[bookmark: _Toc434174609][bookmark: _Toc434175316]5.1.2	Pre-conditions
The different substations of a power system are connected to operator A’s network to provide automated measurements and automated fault detection to prevent large scale outage. 
[bookmark: _Toc434174610][bookmark: _Toc434175317]5.1.3	Service Flows
1. 	Substations connect to the operator A's network 
2.	Operator A determines this is a mission critical device and configures the network based on the mission critical service requirements
3.	Substations report periodic measurements with a given reliability and latency
4.	In case of a fault or degraded operation – substation reports fault or degraded operation with a second reliability and latency
5.	In the case of a power grid, the power system reacts and may shutdown or divert power from this substation or other substations in the vicinity
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104][bookmark: _Toc434174611][bookmark: _Toc434175318]5.1.4	Post-conditions
The power system can optimize performance due to periodic measurements. A potential disaster is averted due to the substation reporting in time.
[bookmark: _Toc434174612][bookmark: _Toc434175319]5.1.5	Potential Service Requirements
Services in this category require very low data error rate. Some of them also require very low latency, i.e. for industrial automation with delays of one ms.

[bookmark: _Toc434174613][bookmark: _Toc434175320]5.1.6	Potential Operational Requirements
The 3GPP system shall support efficient multiplexing of mission critical traffic and nominal traffic.
The 3GPP system shall limit the duration of service interruption for mission critical traffic.
The 3GPP system shall support improved reliability and latency as defined in table 5.1.6.
Subject to regional regulatory requirements, the 3GPP system shall support a mechanism to provide end-to-end integrity and confidentiality protection for user data,
The 3GPP system shall provide significant improvements in end-to-end latency, ubiquity, security, and availability/reliability compared to UMTS/EPS/WiFi.


Table 5.1.6: Example mission critical use cases
	Sample use case
	Description
	Critical Requirements

	Substation protection and control
	· Automates fault detection and isolation to prevent large scale power outage
· For example, Merging Units (MUsMus) perform periodic measurements of power system components, and send sampled measurement data to a Protection Relay. When the Protection Relay detects a fault, it sends signals to trip circuit breakers.
	· Latency: as low as 1 ms end-to-end 
· Packet loss rate: as low as 1e-04
· Transmission frequency: 80 samples/cycle for protection applications. 256 samples/ cycle for quality analysis and& recording
· Data rate: ~12.5Mbps per MU at 256 samples/cycle
· Range: provide coverage to the substation

	Smart grid system with distributed sensors and management 

	· A smart grid system aims at improving the efficiency of energy distribution and requires prompt reaction in reconfiguring the smart grid network in response to unforeseen events. 

	Performance requirements are derived from EC FP7 project METIS Deliverable D.1.1 [ADD REFERENCE]:
· Throughput: from 200 to 1521 bytes reliably delivered in 8 ms, 
· One trip time latency between any two communicating points should be less than 8 ms for event-triggered message that may occur anytime. 
· Device density: 
· dense urban hundreds of Ues per square km2; 
· urban: around 15 Ues per square km2; populated rural: up tomax 1 UE per squared km2.

	Public Safety
	· Operation of first responders in case of fire or other kind of emergency situation.
	Public Safety requires preferential handling of its traffic.




[bookmark: _Toc434174614][bookmark: _Toc434175321]----- END OF 1st CHANGE -----
----- START OF 2nd CHANGE -----
[bookmark: _Toc434174653][bookmark: _Toc434175360]5.11	Virtual presence
[bookmark: _Toc434174654][bookmark: _Toc434175361]5.11.1	Description
The goal is to provide interactive services for high data rate zones (e.g. Office environments) as described in section 3.2.1 of the NGMN 5G White Paper [2].
A use case can be:
Phil works in a multinational company which has offices in many big cities. He has regular meetings with colleagues based in other countries. He uses to have real time 360° video communications: he wears Virtual Presence glasses, allowing to be merged in a meeting room where he can see all his other colleagues sitting around a table. He can interact with them in real time as if they were just in front of him.
Phil is alone in his office and wears special glasses. His office is equipped with cameras for transmitting his video to the network.
Phil connects toactives a communication with the virtual presence conference bridge in order to initiate a 360° video communication with all his colleagues.

[bookmark: _Toc434174655][bookmark: _Toc434175362]5.11.2	Potential Service Requirements
The system shall provide high bandwidth (bidirectional) and low latency. In Office environments, this implies also a full indoor coverage.
Editor’s Note: a range of values for bandwidth and latency should be clarified. [INDEED, ADD REFERENCE]

[bookmark: _Toc434174656][bookmark: _Toc434175363]5.11.3	Potential Operational Requirements
[bookmark: _Toc434174657][bookmark: _Toc434175364]5.12	Connectivity for drones
[bookmark: _Toc434174658][bookmark: _Toc434175365]5.12.1	Description

The objective is to provide use cases concerning connection of drones.
Use cases can be:
Phil is a farm worker who has 55 hectares planted with sensitive cultures. He wants to survey, in real time, the fields and the state of the crops. He uses a drone and a remote control that are both connected to the mobile network. Due to low latency, Phil is able to control the drone and is also able to analyze, in real time, the video and infrared imaging of the fields that are streamed from the cameras and sensors. This provides all necessary information for decision making on irrigation, fertilizer and pesticide distribution
Jack works for a TV station as a cameraman. He uses a drone to live broadcast outdoor events like marathon, F1 auto racing.  High quality live video (e.g. Full HD, 4K) is transmitted from the flying drone to the TV station via the mobile network.
In many scenarios, the drone flies in low altitude. The drone needs to maintain continuous connection with the mobile network which requires the network supports continuous wireless coverage in low altitude flight scenarios.
A drone and remote control are connected to the mobile network.
The drone is piloted with remote mode, data being transmitted via the network
The drone transmits video and with other data, such as infrared pictures.

Extreme Real-Time Communications are addressed in the NGMN 5G white paper [2]. 
Figure 5.12.1 depicts how communication will occur, in this use case communication occurs through the mobile network (WAN). Communication does not occur node to node or through a wireless controller (LAN)
[image: ]
Figure 5.12.1: Communication Path


[bookmark: _Toc434174659][bookmark: _Toc434175366]5.12.2	Potential Service Requirements
The 3GPP system shall be able, in the context of Internet of Things, to provide best solutions for applications using, for example drones or robotics. All requirements are for end to end performance, defined as communications sent by source and communication received by target.
The 3GPP system shall support:
-	Round trip latency less than [150 ms], including all network components. 
-	Due to consequences of failure being loss of property or life, reliability goal is [near 100%.] 
-	Reliability to be at the same level for current aviation Air Traffic Control (ATC). Link supports command and control of vehicles in controlled airspace. Editor's note - Is ATC used to give verbal instructions to pilots, or to pilot the plane remotely? If it is the latter, then ATC reliability requirements may be relevant for this use case [ADD REFERENCE] if we want to juxtapose the lives of hundreds of passengers and a drone that may injure a person or two. If not, then ATC reliability are irrelevant for this use case.
-	Priority, Precedence, Preemption (PPP) mechanisms shall be used to ensure sufficient reliability metrics are reached. 
-	Position accuracy within [10 cm] to avoid damage to property or life in densely populated areas. Editor's note - Does the UAV pilot have a very accurate (cf. 10 cm) 3D map of the surroundings, and constant location updates of every moving person, also his arms and legs? If not, and if the UAV pilot relies on the video feed to avoid obstacles, a considerably lower position accuracy is enough, e.g., 1-5 m.
-	Provide continuous wireless coverage, high speed uplink bandwidth at least [20 Mbps], for a flying UE at low altitude of [10-1000] meters with the high speed as maximum as [300 km/h]. [Editor's note - the maximum speed is very high for a drone. It is very high even for a full-size helicopter.]

[bookmark: _Toc434174660][bookmark: _Toc434175367]5.12.3	Potential Operational Requirements

[bookmark: _Toc434174669][bookmark: _Toc434175376]----- END OF 2nd CHANGE -----
----- START OF 3rd CHANGE -----
5.15	Localized real-time control
[bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101][bookmark: _Toc434174670][bookmark: _Toc434175377]5.15.1	Description
In Smart factory [3], an extremely restricted requirement of reliability and latency is expected to guarantee the communication between robotsRobots (e.g. automatic precise instruments assemble a car co-ordinately) and the communication between a robotRobot and local robotRobot-control system.
For an instance, the owner of factory buys “authorized devices (ADsAds)” from operator A, and  deploys ADsAds in the factory personally . When an AD starts up, it connects to the operator A’s network. The service flow would be as follows.
1. 	Connection among ADsAds, robotsRobots and sensorsSensors form a local dynamic multi-hop network in the factory to supply data communication service.
2.	When a robotRobot starts up, it connects to the local robot control system through local dynamic multi-hop network. 
3.	High-intelligent robotsRobots (e.g. WALLE) communicate with each other directly or through local dynamic multi-hop network and complete cooperation work without any additional central control (either ano matter from robot central control equipment or other equipment connected to operator A’s network). 
4.	Robot central control equipment connected to operator A's network can also support low-intelligent Robots’the operation of a simple robot (e.g. roboticRobotic Arm) in time and precisely.
5.	ADsAds report necessary information of the local dynamic multi-hop network to operator A. 
By above procedures, the robotRobot central control equipment guarantees all robotsRobots in factory work properly meanwhile robotsRobots work co-ordinately to complete precision engineering.
[bookmark: _Toc434174671][bookmark: _Toc434175378]5.15.2	Potential Service Requirements
The 3GPP system shall support extremely high reliability and extremely low latency [1-10 ms] for data transmission.

[bookmark: _Toc434174672][bookmark: _Toc434175379]5.15.3	Potential Operational Requirements
The 3GPP system shall support self-organized dynamic networking for multi-hop localized network.
[bookmark: _Toc434174673][bookmark: _Toc434175380]----- END OF 3rd CHANGE -----
----- START OF 4th CHANGE -----
[bookmark: _Toc434174681][bookmark: _Toc434175388]5.17	Extreme real-time communications and the tactile internet
[bookmark: _Toc434174682][bookmark: _Toc434175389]5.17.1	Description
As mentioned in the NGMN 5G whitepaper [2] and SID for SMARTER, “extreme real-time communications” present tight requirements for communications networks.  Another term to describe extreme real-time applications is the “tactile internet” as described by Gerhard Fettweis.  Tactile internet applications require extremely low latency and high reliability and security.
Examples of extreme real-time communications include:

Truly immersive, proximal cloud driven virtual reality
Remote control of vehicles and robots, real-time control of flying/driving things
Remote health care, monitoring, diagnosis, treatment, surgery
Target 1 ms delay implies endpoints must be physically close.  Maximum distance between endpoints depends on delay budget per link.
[bookmark: _Toc434174683][bookmark: _Toc434175390]5.17.2	Pre-conditions
Max is shopping for a new place to live. His real estate agent Charles has lent him a virtual reality headset to preview houses.  Charles also provides Max with access to high-resolution 3D files of each property, generated with techniques such as visual odometry to provide dimensionally accurate representations.  Charles can also supply a remote controlled drone to allow Max to explore property in real time.
[bookmark: _Toc434174684][bookmark: _Toc434175391]5.17.3	Service Flows
1.  Max straps on his goggles and starts shopping.  His eyes are presented with life-like images of the subject properties; he can look around the rooms and navigate the property as if he were present.  Max can also measure spaces, test if his furniture will fit, etc.
2.  For short-listed properties, Charles deploys the drone.  In this use case, extreme real-time requirements come into play.  Max looks left, drone looks left (naturally and immediately, movement to photons in 10 ms to avoid queasiness.)  Max can also communicate and ask questions using the drone.  (Drone provides a form of telepresence.)
[bookmark: _Toc434174685][bookmark: _Toc434175392]5.17.4	Post-conditions
Max saves hours by previewing houses using virtual reality. Charles makes more money by not wasting his time showing clients properties that are unsuitable.

[bookmark: _Toc434174686][bookmark: _Toc434175393]5.17.5	Potential Service Requirements
The 3GPP system shall support 1 ms one-way delay between mobile devices and devices in the nearby internet.  

[bookmark: _Toc434174687][bookmark: _Toc434175394]5.17.6	Potential Operational Requirements

[bookmark: _Toc434174688][bookmark: _Toc434175395]5.18	Remote Control
[bookmark: _Toc434174689][bookmark: _Toc434175396]5.18.1	Description
In the future, UAV (unmanned aerial vehicle) will be widely used for delivery of packages (e.g. A company plans to use UAVs to deliver goods), which improves delivery efficiency. In a situation where first aid personnel cannot arrive promptly to the scene of an emergency, UAVs could be used to collect video information on site and deliver emergency equipment.  
For example, the owners of the UAVs (e.g. Logistics companies or Medical institutions) subscribe to latency and ultra-reliable transmission service from Operator A, and control the UAV remotely through the service. The service flow would be as follows:
1.	When an accident happens, a manipulator controls the UAV carrying necessary equipment and medicine.
2.	UAV shoots real-time pictures or video along the road and sends the image back to the manipulator.
3.	Assisted by the video sent back from UAV, the manipulator controls the UAV away from obstacles through the manipulator.
4.	Continuously the manipulator sends the command message to control the velocity of UAV precisely. 
5.	Besides the real-time image, the UAV in flight also sends back position information and other data from its carried sensor back to the manipulator simultaneously.
Assisted by real-time image and information sent back by UAV, manipulator at the console controls the UAV remotely flying through complex terrain and landing at the exact site where the accident happens.
[bookmark: _Toc434174690][bookmark: _Toc434175397]5.18.2	Potential Service Requirements
All requirements are for end to end performance, defined as communications sent by source and communication received by target. The 3GPP system shall support:
-	Round trip latency less than [150 ms], including all network components.
-	High reliability for fast-moving end-users (e.g. 120km/h); reliability goal is [near 100%]
-	Seamless connection for fast-moving end-users.
-	Reliability to be at the same level for current aviation Air Traffic Control (ATC). Link supports command and control of vehicles in controlled airspace. Editor's note - Is ATC used to give verbal instructions to pilots, or to pilot the plane remotely? If it is the latter, then ATC reliability requirements may be relevant for this use case [ADD REFERENCE] if we want to juxtapose the lives of hundreds of passengers and a drone that may injure a person or two. If not, then ATC reliability are irrelevant for this use case.
-	Priority, Precedence, Preemption (PPP) mechanisms shall be used to ensure sufficient reliability metrics are reached. 
-	Position accuracy within [10 cm] to avoid damage to property or life in densely populated areas. Editor's note - Does the UAV pilot have a very accurate (cf. 10 cm) 3D map of the surroundings, and constant location updates of every moving person, also his arms and legs? If not, and if the UAV pilot relies on the video feed to avoid obstacles, a considerably lower position accuracy is enough, e.g., 1-5 m.
.
[bookmark: _Toc434174691][bookmark: _Toc434175398]5.18.3	Potential Operational Requirements
[bookmark: _Toc434174815][bookmark: _Toc434175522]----- END OF 4th CHANGE -----
----- START OF 5th CHANGE -----
5.44	Cloud Robotics
[bookmark: _Toc434174816][bookmark: _Toc434175523]5.44.1	Description
Rather than viewing robots and automated machines as isolated systems with limited computation and memory, Cloud Robotics considers a new paradigm where robots and automation systems exchange data and perform computation via networks. Cloud robotics would allow robots to offload compute-intensive tasks like image processing and voice recognition and even download new skills instantly.
For instance, a robot that finds an object that it's never seen or used before (e.g. a plastic cup). The robot could simply send an image of the cup to the cloud and receive back the object’s name, a 3-D model, and instructions on how to use it.
A robot would send video/audio of what it is seeing/hearing and data collected to the cloud in real time, receiving in return detailed information about the environment and action instructions. Using the cloud, a robot could improve capabilities such as speech recognition, language translation, autonomous car, path planning, and 3D mapping.
It is supposed that cloud robotics will be widely used in future for industry and living, for example, each family has one or several cloud robotsrobotics that are connected to the 3GPP network. 
[bookmark: _Toc434174817][bookmark: _Toc434175524]5.44.2	Potential service requirements 
The 3GPP system shall support Ues of high density distribution to upload synchronized audio, video, and data in real time. Editor's note - What is a synchronised audio, video, and data? Is the robot density really very high, compared to, e.g., people?
[bookmark: _GoBack]The 3GPP system shall support end to end latency lower than [10ms]. Editor's note - Why does such a robot need 10 ms latency? If the robot is guided in real time via the cloud and all the computation is done in the cloud, then a low latency is needed, but is this the case?
[bookmark: _Toc434174818][bookmark: _Toc434175525]5.44.3	Potential operational requirements

[bookmark: _Toc434174819][bookmark: _Toc434175526]5.45	Industrial Factory Automation
[bookmark: _Toc417062395][bookmark: _Toc434174820][bookmark: _Toc434175527]5.45.1	Description
Factory automation requires communications for closed-loop control applications. Examples for such applications are robot manufacturing, round-table production, machine tools, packaging and printing machines. In these applications, a controller interacts with large number of sensors and actuators (up to 300), typically confined to a rather small manufacturing unit (e.g. 10 m x 10 m x 3 m). The resulting deviceS/A density is often very high (up to 1/m3). Many of such manufacturing units may have to be supported within close proximity within a factory (e.g. up to 100 in assembly line production, car industry).
In the closed-loop control application, the controller periodically submits instructions to a set of S/A devices, which return a response within a cycle time. The messages, referred to as telegrams, typically have small size (<50 bytesBytes). The cycle time ranges between 2 and 20 ms setting stringent latency constraints on to telegram forwarding (<1 ms to10 ms). Additional constraints on isochronous telegram delivery add tight constraints on jitter (10-100 sus). [Editor's note - Does jitter matter if the cycle time is the "master" clock? This text mentions a 10-100 s jitter but the service requirement is for a sub-10 s jitter.] Transport is also subject to stringent reliability requirements measured by the fraction of events where the cycle time could not be met (<10-9). In addition, deviceS/A power consumption is often critical. 
Traditionally closed-loop control applications rely on wired connections using proprietary or standardized field bus technologies. Often, sliding contacts or inductive mechanisms are used to interconnect to moving S/A devices (robot arms, printer heads, etc). Further, the high spatial density of sensors poses challenges to wiring. 
WSAN-FA [ADD REFERENCE], which has been derived from ABB’s proprietary WISA technology [ADD REFERENCE] and builds on top of 802.15.1 (Bluetooth) [ADD REFERENCE], is a wireless air interface specification that is targeted at this use case. WSAN-FA claims to reliably meet latency targets below 10-15 ms with a residual error rate of <10-9. WSAN-FA uses the unlicensed ISM 2.4 band [ADD REFERENCE] and is therefore vulnerable to in-band interference from other unlicensed technologies (WiFi, ZigBee, etc.).
To meet the stringent requirements of closed-loop factory automation, the following considerations may have to be taken:
· Limitation to short range communications between controller and devicessensors/actuators.
· Allocation of licensed spectrum for closed-loop control operations. Licensed spectrum may further be used as a complement to unlicensed spectrum, e.g. to enhance reliability.
· Reservation of dedicated air-interface resources for each link.
· Combining of multiple diversity techniques to approach the high reliability target within stringent latency constraints such as frequency-, antenna-, and various forms of spatial diversity, e.g. via relaying, etc.
· Utilizing OTA time synchronization to satisfy jitter constraints for isochronous operation.
· Network access security used in an industrial factory deployment is provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.

Related material can be found in [11], [12], [13], and [14].

[bookmark: _Toc434174821][bookmark: _Toc434175528]5.45.1.1	Pre-Conditions
[bookmark: _Toc434174822][bookmark: _Toc434175529]5.45.1.2	Service Flows
A typical industrial closed-loop control application is based on individual control events. Each closed-loop control event consists of a downlink transaction followed by an synchronous uplink transaction both of which are executed within a cycle time, Tcycle. Control events within a manufacturing unit may have to occur isochronously.
1. Controller requests from sensor to take a measurement (or from actuator to conduct actuation).
2. Sensor sends measurement information (or actuator acknowledges actuation) to controller.

[image: ]
Figure 5.45.1.2: Communication Path for Isochronous Control Cycles within Factory Units
Figure 5.45.1.2 depicts how communication will occur in factory automation. In this use case, communication is confined to local controller-to-deviceS/A interaction within each manufacturing unit. Repeaters may provide spatial diversity to enhance reliability.

[bookmark: _Toc434174823][bookmark: _Toc434175530]5.45.1.3	Post-conditions
[bookmark: _Toc417062396][bookmark: _Toc434174824][bookmark: _Toc434175531]5.45.2	Potential Service Requirements
[bookmark: _Toc417062397]The 3GPP system shall support cycle times of [1 ms to 2 ms.] Within the cycle time, both uplink and downlink transactions must be executed. Additional margin is needed for the devicesensor/actuator to process the request.
Transaction jitter should be [below 10 susecs.] [Editor's note - Do we need requirements for both jitter and realibility? One should suffice because if jitter is high, reliability suffers. Let's not fix too many parameters.]
Reliability, measured as the fractions of transactions that cannot meet the latency or jitter constraints, should remain [below 10-9.]
Each transaction should support a payload of 50- to 100  bytesBytes
For factory automation, required range is up to [10-20 m.] [Editor's note - this is a very short distance, but what is it, the cell radius, or the D2D distance? If it is the cell radius, probably handovers are not needed. This should be mentioned in the requirements.]
All transactions should have abe sufficiently integrity- and confidentiality protection-protected.
NOTE: 	The above requirements are for end to end performance, defined as communications sent by source and communication received by target.

[bookmark: _Toc434174825][bookmark: _Toc434175532]5.45.3	Potential Operational Requirements
The 3GPP system shall support industrial factory deployment where network access security is provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.
The 3GPP system shall support an authentication process that can handle alternative authentication methods with different types of credentials to allow for different deployment scenarios such as industrial factory automation.

[bookmark: _Toc434174826][bookmark: _Toc434175533]5.46	Industrial Process Automation
[bookmark: _Toc434174827][bookmark: _Toc434175534]5.46.1	Description
Process automation requires communications for supervisory- applications (?) and open-loop control applications, process monitoring and tracking operations on field level inside an industrial plant. In these applications, a large number of sensors (~10k) that are distributed over the plant forward measurement data to process controllers on a periodic and/or event-driven basisbase. Traditionally, wireline field bus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of the plant (~10km2), the large number of sensors and the high deployment coplexity of wired infrastructure, wireless solutions have made inroads into industrial process automation. Presently, high growth rates are expected in the migration from wireline to wireless solutions for industrial process manufacturing.
The use case requires support of a large number of sensor devices (10k) per plant as well as highly reliable transport (packet loss rate <10-5). Further, power consumption is critical since most sensor devices are battery-powered with a targeted battery lifetimes of several years while providing measurements updates every few seconds. Also, range becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. Latency requirements typically range between 100 ms and 1 s. Data rates can be rather low since each transaction typically comprises less than 100 bytesB.
The existing wireless technologies (e.g. WirelessHART and ISA100.11a) rely on unlicensed technologies (802.15.4) operating in the ISM 2.4 band. Transport is therefore vulnerable to interference caused by other technologies (e.g. WiFi, Bluetooth). This sensitivity can be more significant given the low transmit power level of the sensors. With the stringent requirements on transport reliability, such interference is detrimental to proper operation.
The use of licensed spectrum could overcome the vulnerability to same-band interference and therefore enable higher reliability. Utilization of licensed spectrum can be confined to those events where high interference bursts in unlicensed bands jeopardizes reliability and latency constraints. This allows sharing the licensed spectrum between process automation and conventional mobile services.
Further, multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy. Time synchronization will be highly beneficial since it enables more power-efficient sensor operation and mesh forwarding.
Related material can be found in [15], [16], [17], [18], [19], and [20].
[bookmark: _Toc434174828][bookmark: _Toc434175535]5.46.1.1	Pre-Conditions
[bookmark: _Toc434174829][bookmark: _Toc434175536]5.46.1.2	Service Flows	
A typical process control application supports downstream and upstream flows between process controllers and devicesS/As. The flows which consist of individual transactions. The process controller resides in the plant network. This network interconnects via basestations to the wireless (mesh-) network which hosts the S/A devices. Typically, each transaction uses less than 100 bytesB. A controller-initiated transaction creates the following service flow:
1. The process controller requests from sensor to take a measurement (or from actuator to conduct actuation). The request is forwarded via the plant network and the wireless mesh to the deviceS/A.
2. The deviceS/A processes the request and sends a replyreplay in upstream direction to the controller. This reply may contain an acknowledgement or a measurement reading.
An S/A-device initiated transaction creates the following service flow:
1. The sensor sends measurement reading to the process controller. The request is forwarded via the wireless mesh and the plant network.
2. The process controller may send an acknowledgement in opposite direction.
For both controller- and deviceS/A-initiated service flows, upstream and downstream transactions usually occur asynchronously. 

[image: ]
Figure 5.46.1.2: Communication Path for Service Flows between Process Controllers and S/A Devices
Figure 5.46.1.2 depicts how communication will occur in process automation. In this use case, communication runs between process controller and S/A device via the plant network and the wireless mesh network. The wireless mesh may also support access for handheld devices for supervisory control or process monitoring purposes.

[bookmark: _Toc434174830][bookmark: _Toc434175537]5.46.1.3	Post-conditions
[bookmark: _Toc434174831][bookmark: _Toc434175538]5.46.2	Potential Service Requirements
The 3GPP system shall support [10k sensor nodes within an area of 10 sqkm2.]
Reliability for the transport of transactions (packet loss rate from source to target), measured as the fractions of packet losses, should remain [below 10-5.]
The 3GPP system shall support a [transaction latency of [50-100 ms], defined as the overall cycle time between a sensor reading and action from process controller.
The 3GPP system shall allow a battery powered sensor lifetime of multiple years while enabling a transaction rate of one every few seconds
Transactions should have abe sufficiently integrity- and confidentiality protection-protected.
NOTE:	The above requirements are for end to end performance, defined as communications sent by source and communication received by target.

[bookmark: _Toc434174832][bookmark: _Toc434175539]5.46.3	Potential Operational Requirements

[bookmark: _Toc434174833][bookmark: _Toc434175540]----- END OF 5th CHANGE -----
----- START OF 6th CHANGE -----
[bookmark: _Toc434174867][bookmark: _Toc434175574]5.54	Local UAV Collaboration 
[bookmark: _Toc434174868][bookmark: _Toc434175575]5.54.1	Description
Unmanned aerial vehicles (UAVs) local vehicle collaboration can act as a mobile sensor network to autonomously execute sensing tasks in uncertain and dynamic environments while being controlled by a single user. Accuracy in sensing tasks is increased when deploying a team of UAVs versus just one as there are multiple vantage points using multiple sensors. Examples of uses for deploying a team of UAVs include: 
· Searching for an intruder or suspect
· Continual monitoring of natural disasters 
· Performing autonomous mapping
· Collaborative manipulation of an object (e.g. picking up corners of a net or picking up a log)

The 3 subsequent sections will describe a use case where a team of UAVs is deployed in order to search for a suspect.  
[bookmark: _Toc434174869][bookmark: _Toc434175576]5.54.1.1	Pre-conditions
1. One UAV Controller has the ability to control 4 UAVs
2. UAVs have the ability to autonomously create flight formations
3. UAVs have direct links to each other and do not need to go back to a controller
4. One of the UAVs is deemed the ‘lead’ UAV the 3 other UAVs are considered ‘follower’ UAVs
5. One UAV is beyond line of sight and operating independently of 4 UAVs previously mentioned
6. Route for UAVs has been determined 

[bookmark: _Toc434174870][bookmark: _Toc434175577]5.54.1.2	Service Flows
Communication are fromto be node to node (includes mesh) unless the nodes are beyond line of sight. If the nodes are beyond line of sight the mobile network will be utilized for communication.
1. UAV Controller launches four search UAVs
2. The lead UAV shares its current position with the three follower UAVs 
3. Follower UAVs calculate control changes necessary to reach the desired position in order to create a flight formation around the lead UAV
4. UAV Controller monitors health status of UAVs while UAVs are in route to search area 
5. One UAV spots a suspect and sends target alert to other 3 UAVs and UAV Controller
6. Other UAVs create a perimeter around suspect ensuring he/she can’t evade UAVs
7. Lead UAV notifies a fifth UAV beyond line of sight, by sending communication through the mobile network (WAN), indicating there is an suspect being pursued 3 miles south of the fifth UAV’s current location [Editor's note - What does the fifth UAV do with the information it received?]
8. As suspect moves UAVs collaboratively adjust to maintain appropriate perimeter 
9. UAV Controller notifies authorities 

Figure 5.54.1.2 depicts how communication will occur in UAV local vehicle collaboration. In this use case communication occurs from node to node., Whenwhen UAV is beyond line of sight communication occurs through the mobile network (WAN), and not from node to node. Communication does not occur through a wireless controller (LAN) in this use case. [Editor's note - What is this LAN, and why is it needed if the communication is from node to node?]

[image: ]
Figure 5.54.1.2: Communication Path

[bookmark: _Toc434174871][bookmark: _Toc434175578]5.54.1.3	Post-conditions
-	Suspect is detained
-	UAV Controller instructs all 4 UAVs to return to the base [Editor's note - What does the fifth UAV do?]

[bookmark: _Toc434174872][bookmark: _Toc434175579]5.54.2	Potential Service Requirements

[bookmark: _Toc434174873][bookmark: _Toc434175580]5.54.3	Potential Operational Requirements
The 3GPP system shall support:
· Latency of [10 ms] as collaboration requires vehicle altitude and position control loops to synchronize. Latency is required on the order of the control loop bandwidths. [Editor's note - Is this the latency requirement for node-to-node or cellular communications, and does it have one or two radio legs?]
· Near [100%] reliability as instability and crashing of UAV could result from loss of communications.  Control functions depend on this communication.  
· Security to be provided at the level for current aviation Air Traffic Control (ATC) for command and control of vehicles in controlled airspace. [Editor's note - Why is this ATC a good reference and what are the requirements? What is "controlled airspace" (near airports, in cities, near people, or anywhere)?]
· Priority, Precedence, Preemption (PPP) needed as failure to transmit communications in reliable and timely manner could result in loss of property or life. 
· Position accuracy within [10 cm] due to multiple UAVs that may need to collaborate in close proximity to one another. 

[bookmark: _Toc434174874][bookmark: _Toc434175581]5.55	High Accuracy Enhanced Positioning (ePositioning)

[bookmark: _Toc434174875][bookmark: _Toc434175582]5.55.1	Description
Next generation high accuracy positioning will require the level of accuracy less than [1 m] in more than [95 %] of service area, including indoor, outdoor and urban environment. Specifically, network based positioning in three-dimensional space should be supported with accuracy from [10 m] to [<1 m] at [80 %] of occasions, and better than [1  m] for indoor deployments [2]. 
High accuracy positioning service in 5G network should be supported in areas of traffic roads, tunnel, underground car-park or indoor environment. The figure below provides an example of network supporting high accuracy positioning.



Figure 5.55.1. An example of network supporting high accuracy positioning
A fast-moving car is assumed to move at ~280 km/h, and a fast-moving robot at ~40 km/h. When a 3GPP system is used to control their movement, the time to determine their position and the reaction time must be short to avoid collisions with its surroundings.
The positioning can rely on the 3GPP system completely, partly, or not at all, but the action based on the position must be acted upon fast. If we assume that the required accuracy for car's position must be 1 meter, and for the robot 10 cm, the two-way delay for positioning is 10-15 ms.

[bookmark: _Toc434174876][bookmark: _Toc434175583]5.55.1.1	Pre-conditions
In the scenario presented below, it is assumed that positioning nodes are coordinated with enhanced cellular communication base stations to form a carrier-grade telecommunication and positioning network. For example, vehicles are navigating using the enhanced positioning signal transmitted by the next-generation base stations. Since the vehicles are guided along the invisible lanes marked by the positioning signal, there is no painted line, crosswalk line or even traffic lights in the intersection. However in the driver vision, the information of driveway, safety marks, pedestrians and other objects are clearly shown through augmented reality wind screen display.

[bookmark: _Toc434174877][bookmark: _Toc434175584]5.55.1.2	Service Flows 
1. Jack rides on an autonomous driving vehicle A and goes to a large shopping mall.
2. At the intersection of a city surrounded by high-rise buildings, another vehicle B is approaching with a speed of 60Km/h. The two vehicles are aware of the potential crash since the coarse location information was exchanged using V2X communication. The vehicles schedule the course, speed and passing order at the intersection in millisecond unit.
3. Before the vehicles meet at the intersection, the vehicles start measuring the location in 1m accuracy at every 100 msmsec and exchange the information via V2V communication. The vehicles constantly calculate the course and adjust the speed. At the crossing point, the two vehicles safely pass the intersection at the time difference of 1 second, which is only 17 m gap in the vehicle speed of 60 km/hKm/h.
4. Jack’s vehicle continues to drives into a large shopping mall and finds a parking place in underground parking lot. With a location-based service, nearby available parking places can be precisely located with the accuracy <1 m. 
5. When Jack walks around in the shopping mall, he can get instantaneously multimedia discounts information of specific shop pushed by 3GPP network.
6. After finish shopping, Jack can get his car’s precise location with the location based service. And the recommended route from his location to the car helps him find his car.
[bookmark: _Toc434174878][bookmark: _Toc434175585]5.55.1.3	Post-conditions
Jack pays for high-accuracy location and V2X service in monthly or annual fee base. 

[bookmark: _Toc434174879][bookmark: _Toc434175586]5.55.2	Potential Service Requirements
The 3GPP system shall support higher accuracy location capability less than [3 m] at [80 %] of occasions.
NOTE:	[80%] of occasions means the probability of achieving the accuracy in total sampling. 
The 3GPP system shall support  different configuration for accuracy according to different service requirements.
Initial position fix time of UE shall be less than [10] seconds, and subsequent position fixes shall take no longer than [10~15 ms], if required. 
The two-way delay for positioning shall be no more than [10-15 ms].
Power consumption due to the continuous use of positioning service shall be minimized.

[bookmark: _Toc434174880][bookmark: _Toc434175587]5.55.3	Potential Operational Requirements
The 3GPP system shall support co-existence with legacy 3GPP positioning service and migration to higher accuracy positioning service.

[bookmark: _Toc434174881][bookmark: _Toc434175588][bookmark: _Toc417084615][bookmark: _Toc434174944][bookmark: _Toc434175651]----- END OF 6th CHANGE -----
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