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Abstract: This document proposes alternate wording to remove the remaining references to 'cost' in TR 22.891.  Changes are made in 12 clauses.
Proposed Text Change 1:

5.6.1
Description
In dense urban areas, users can be either indoor or outdoor. The coverage area is wider than the office scenario. Backhaul availability would be one of the key issues in this scenario, especially if the backhaul is wired. Self wireless backhaul can also be considered which allows flexible deployment of serving nodes and potentially reduces the complexity of the networks. Precise network planning would be difficult, considering the deployment concerns, backhaul capacity and scalability etc.  Random or semi-random network planning should be considered.

Given it is a dense urban area, dependent on time of day (e.g. morning, evening, weekday vs. weekend etc.) and the location(e.g. shopping mall, downtown street), there could be high volume and high capacity multi-media traffic upload and download towards internet as well as D2D communications. The traffic volume per cell is very large.

Meanwhile when a user is indoors, it is either stationary or nomadic; however, when a user is outdoor it may travel slowly.

Proposed Text Change 2:

5.20.1
Description
Consider the case of forest fire alarms or wide area outdoor security motion sensors.  Sensors would communicate periodic signs of life when not triggered and event information when triggered.  Communication would be mission critical and high priority when activated, wide spread, and initiated in the uplink direction.  Devices would be low powered, battery sensors.

A need arises that requires monitoring a wide area for a particular measured property.  The measured property may be, but is not limited to, temperature, motion, vibration, air quality, moisture, or radiation.  The need may have been planned (e.g., due to building construction or bridge maintenance) or unplanned (e.g., as a result of a forest fire or other natural/man-made event).  

The area to be monitored is “wide” in the sense that it is remote and/or large enough that other wired or wireless network connectivity for the number of sensors deployed is impractical.

Sensors to measure the particular property are deployed in the area of interest.  Sensors may be purposefully placed in specific locations (bridge joints, farm field divisions) or randomly dropped (forest fire).  Once deployed, sensors are expected to be fixed or not move far. Sensors may be manually or automatically activated when they are deployed in the area to be monitored. Upon activation, each sensor identifies itself with the network and registers with the sensor monitoring service/application. The sensor sends its information unsolicited and infrequently with no expectation of a response from the network.

A method by which large numbers of stationary (or not move far) sensors may be deployed and data may be uploaded while minimizing overhead is vital. 
Proposed Text Change 3:

5.20.2
Potential service requirements 

The 3GPP System shall support efficient transfer of infrequent uplink data for low power devices which only participate in mobile-originated communication scenarios.
The 3GPP System shall support a resource efficient mechanism to provide service parameters and activate groups of low power devices.

The system shall support significantly increased device power efficiency (e.g., battery life up to more than 10 years). 

The system shall support efficient data transmission with limited resource and signalling usage. 

The system shall support high density massive connections (e.g.1 million connections per square kilometre) in an efficient manner.

The system shall support significant coverage enhancement (e.g., 20dB better coverage than Rel 99 GPRS system).

Proposed Text Change 4:

5.30.1
Description

The new communication system is expected to efficiently provide connectivity services beyond conventional locations. Thus, the area where connectivity is not provided will be dramatically reduced. At locations where connectivity is newly provided, communication among new types of devices is also conceivable. Example of scenarios include following:

· Commercial or recreational UAVs (Unmanned Aeronautical Vehicle) will be controlled by various control centers such as local/federal agency or owner of the UAVs. Depending on the deployment scenario and city skylines, the distance between the UAV and control center can be up to several hundred meters. In addition, for the safety measure such as collision avoidance, the UAVs from different organizations should be able to communicate for safe flying either directly or indirectly. 

· UAVs are agile and quickly deployable. Thus, it can be the first one to arrive at the emergency scene, or the only node able to set up back-haul link to macro cell when no connection link can be setup directly from the ground to macro cell.      

· As economy grows, amount of air travel will explode. Because people are accustomed to being always connected to mobile broadband internet service, demand for high speed internet during flight will also explode in the next decade. Considering the number of private, commercial and military aircraft in the future, efficient ways of connectivity service should be provided in the next generation of communication system. 

· Ships located within several hundred kilometers from seashore are provided with mobile broadband connectivity. Passenger onboard cruise liners enjoy broadband services such as watching live sports events, playing on-line gaming or making video calls to families. Broadband connectivity on the sea also help increased public safety so that emergency rescue operations to maritime accidents is improved. Because installing cell towers on the sea is not desirable, mesh-network by vessels would be desirable.  

Proposed Text Change 5:

5.41.1
Description

With the advent of bespoke home monitoring systems provided by utility companies for monitoring utility resource usage and home security vendors providing burglar and video monitoring systems, there is a proven market for these IoT systems. Many of these systems provide remote access over Wi-Fi or Ethernet /local control unit and some provide WiFi/Smartphone interconnection.

However, these systems do not directly interface with 3GPP mobile systems and are in effect ‘capillary IoT inputs to the basic IP interface provided by 3GPP mobile systems and often use the 3GPP system in a notably inefficient manner.  Also such capillary IoT systems do not interwork together across vendors.

What is required is some form of integrated IoT concentrator capability at the smartphone device that integrates/interworks and normalises the information from these devices at the home in a standardised manner and is able to relay this information to another mobile for use/ remote control of the home.

This use case proposes the introduction of a category of device and/ or feature additions to a standard smartphone device that is 3GPP system capable to enable a local fixed, potentially mains powered device or battery powered mobile device to interwork with existing capillary IoT systems, consolidate and selectively forward information towards either another fully functioning mobile device or a home minding head end application.

It is envisaged that such a capability would enable a remote homeowner to operate a use case that efficiently remotely monitors and controls their home in an efficient, fast, efficient manner using a static mobile IoT concentrator which connects to 3GPP systems.

Further, as the ‘IoT Home Concentrator’ is static and only communicates low volumes of data then the device could operate a low maintenance group connection towards the network on potentially a low bit rate link with moderate latency.

Today the context of such a device is not standardised so a complex home system is usually notably inefficient (as a system) when operated without a concentrator with each IoT stream operated as a separate communications stream over the 3GPP system.

Proposed Text Change 6:

5.41.1.1
Pre-conditions

Local mobile deployed in the home with a concentrator application running to interface to capillary systems.

Remote head end application ‘home minder’ and or personal mobile application interface towards the concentrator static mobile.
Proposed Text Change 7:

5.45.1
Description

Factory automation requires communications for closed-loop control applications. Examples for such applications are robot manufacturing, round-table production, machine tools, packaging and printing machines. In these applications, a controller interacts with large number of sensors and actuators (up to 300), typically confined to a rather small manufacturing unit (e.g. 10m x 10m x 3m). The resulting S/A density is often very high (up to 1/m3). Many of such manufacturing units may have to be supported within close proximity within a factory (e.g. up to 100 in assembly line production, car industry).

In the closed-loop control application, the controller periodically submits instructions to a set of S/A devices, which return a response within a cycle time. The messages, referred to as telegrams, typically have small size (<50Bytes). The cycle time ranges between 2 and 20ms setting stringent latency constraints on to telegram forwarding (<1ms to10ms). Additional constraints on isochronous telegram delivery add tight constraints on jitter (10-100us). Transport is also subject to stringent reliability requirements measured by the fraction of events where the cycle time could not be met (<10-9). In addition, S/A power consumption is often critical. 

Traditionally closed-loop control applications rely on wired connections using proprietary or standardized field bus technologies. Often, sliding contacts or inductive mechanisms are used to interconnect to moving S/A devices (robot arms, printer heads, etc). Further, the high spatial density of sensors poses challenges to wiring. 

WSAN-FA, which has been derived from ABB’s proprietary WISA technology and builds on top of 802.15.1 (Bluetooth), is a wireless air interface specification that is targeted at this use case. WSAN-FA claims to reliably meet latency targets below 10-15ms with a residual error rate of <10-9. WSAN-FA uses the unlicensed ISM 2.4 band and is therefore vulnerable to in-band interference from other unlicensed technologies (WiFi, ZigBee, etc.).

To meet the stringent requirements of closed-loop factory automation, the following considerations may have to be taken:

· Limitation to short range communications between controller and sensors/actuators.

· Allocation of licensed spectrum for closed-loop control operations. Licensed spectrum may further be used as a complement to unlicensed spectrum, e.g. to enhance reliability.

· Reservation of dedicated air-interface resources for each link.

· Combining of multiple diversity techniques to approach the high reliability target within stringent latency constraints such as frequency-, antenna-, and various forms of spatial diversity, e.g. via relaying, etc.

· Utilizing OTA time synchronization to satisfy jitter constraints for isochronous operation.  

Related material can be found in [11], [12], [13], and [14].

Proposed Text Change 8:

5.46.1
Description

Process automation requires communications for supervisory- and open-loop control applications, process monitoring and tracking operations on field level inside an industrial plant. In these applications, a large number of sensors (~10k) that are distributed over the plant forward measurement data to process controllers on a periodic and/or event-driven base. Traditionally, wireline field bus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of the plant (~10km2), the large number of sensors and the high deployment complexity of wired infrastructure, wireless solution have made inroads into industrial process automation. Presently, high growth rates are expected in the migration from wireline to wireless solutions for industrial process manufacturing.

The use case requires support of a large number of sensor devices (10k) per plant as well as highly reliable transport (packet loss rate <10-5). Further, power consumption is critical since most sensor devices are battery-powered with a targeted battery lifetimes of several years while providing measurement updates every few seconds. Also, range becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. Latency requirements typically range between 100ms and 1s. Data rates can be rather low since each transaction typically comprises less than 100B.

The existing wireless technologies (e.g. WirelessHART and ISA100.11a) rely on unlicensed technologies (802.15.4) operating in the ISM 2.4 band. Transport is therefore vulnerable to interference caused by other technologies (e.g. WiFi, Bluetooth). This sensitivity can be more significant given the low transmit power level of the sensors. With the stringent requirements on transport reliability, such interference is detrimental to proper operation.

The use of licensed spectrum could overcome the vulnerability to same-band interference and therefore enable higher reliability. Utilization of licensed spectrum can be confined to those events where high interference bursts in unlicensed bands jeopardizes reliability and latency constraints. This allows sharing the licensed spectrum between process automation and conventional mobile services.

Further, multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy. Time synchronization will be highly beneficial since it enables more power-efficient sensor operation and mesh forwarding.

Related material can be found in [15], [16], [17], [18], [19], and [20].
Proposed Text Change 9:

5.52.1
Description

The increasingly high densification of access nodes needed to meet future performance objectives, poses considerable challenges in deployment and management. The use of wireless backhaul for such access nodes helps to address some of the challenges. Wireless self-backhauling may be particularly useful for higher frequency bands, where range may be limited and beam forming can help to minimize interference and increase spectrum reuse.

As an example of wireless self-backhauling, we consider an early deployment of a millimetre wave access nodes with the aim of providing coverage over a given geographic area that is larger than the range of a single access node (e.g., an urban-centre deployment). Wireless self-backhauling can enable simpler deployment and incremental rollout by reducing the reliance on the availability of wired backhaul at each access node location. The millimetre wave access nodes can be interconnected wirelessly such that only a subset of the access nodes requires a wired backhaul. Network planning and installation efforts can be reduced by leveraging plug & play type features—self-configuration, self-organizing, and self-optimization. Wireless self-backhauling can enable incremental growth planning by adapting deployment of managed backhaul capacity to the increase of traffic demand as the number of users within the service grows over time (i.e., wired backhaul connectivity can be added to a greater fraction of the access nodes over time).  The example described here mentions millimetre wave spectrum but wireless backhauling is not limited to those bands.
Proposed Text Change 10:

5.52.1.1
Pre-conditions

An operator is deploying a new millimetre wave technology in an urban centre. Access node density and installation locations have been pre-determined based on coverage requirements and other deployment considerations. A subset of the identified access node locations simply cannot be practically connected to infrastructure with wired backhaul. It is also anticipated that the expected initial subscriber demand does not warrant the complexity of providing a wired backhaul to each access node for initial system launch. Thus, some access nodes will be wirelessly backhauled to infrastructure via other neighbouring access nodes that have wired backhaul.

Proposed Text Change 11:

5.58.1
Description

The carbon discharge caused by networks in the 4G communication environment accounts for about 2% of the global carbon discharge. It is anticipated to increase up to 10-15% in the future due to the 5G network-based services, massive amount of connective devices and increased data traffic. One of the IMT-2020 key capabilities of 5G network is to enhance energy efficiency by 100 times compared to 4G network. As 5G network is likely to utilize higher spectrum compared to legacy 3GPP networks including mmWave, it is expected that more basestations are needed to cover the same area covered by legacy 3GPP networks. This would cause higher operational complexity for operators which may be a big burden for the operators in developing countries where power is limited. 5G network should consider technology to maximize energy efficiency.
Proposed Text Change 12:

5.59.1
Description

The vision of 2020 and beyond includes a great deal of use cases with massive number of devices (e.g. sensors, actuators and cameras) with a wide range of characteristics and demands. This family will include both long-range/low-power MTC as well as broadband MTC. All these devices are communicating with each other and with (servers/applications on) the network. Together this forms the Internet-of-Things.

A typical example of the Internet-of-Things would be a building climate control system. There is a climate control server that communicates with all kinds of sensors/actuators (temperature, humidity, valves, et cetera) in the building. The climate control server may also communicate with sensors/actuators used by other systems (e.g. door sensors can be used for the security system and for climate control), it may use external sensors (e.g. local weather sensors), and it will communicate with external devices for notifications and remote control (e.g. with the building manager’s phone).

Another relevant example is Wearable Devices. The NGMN 5G Whitepaper mentions: “Fitness-related applications, such as activity and body monitoring applications that track walking, running, and biking activities, metabolic rate, cardiovascular fitness, sleep quality, etc. will constitute a significant vertical market in M2M services. Some of these applications will utilize body or personal area networks to collect biometric information and then use cellular networks to transmit it back to centralized data acquisition sites”.

Within the Internet-of-Things there will be very high densities of connections. NGMN mentions an active connection density of 200,000 / km2. 5G-PPP mentions a device density of 1 M / km2. 

Devices in the Internet-of-Things need to be able to communicate with servers/applications in the network and with other devices. In order for the devices to be reachable, they need to be identifiable and addressable. 

Different scenarios may have an impact on how devices can be reached and addressed:

· Some devices are always connected and are not very mobile. These are always reachable and may e.g. have a permanent IP address.

· Some devices are always connected but mobile. These are always reachable, but due to their mobility have dynamic IP addresses.

· Some devices are connected via a gateway device. These devices may be always reachable, but have to be addressed via their gateway.

· Some devices are not always connected (e.g. because of power constraints). These devices may be ‘reachable’ via a virtual representation in the network (e.g. an API on a network server through which the latest measurements from the sensor are available)
.

· Sometimes a device may reach another device via direct radio communication. This may also take the form of ad-hoc networking.

In order for the Internet-of-Things not to become a collection of Intranets-of-Things, reachability and addressability should be ensured across different domains. There ideally should be an easy / common way to identify a particular device and then use that identifier to reach and address the device, independently from how the device is connected. If originating servers/applications or devices have to use different ways of identification and addressing dependent on how a device is connected, the Internet-of-Things is unlikely to come to fruition.
Related material can be found in;
· NGMN 5G White Paper [2]
· Use Cases/ Massive Internet of Things (IoT)

· Connection Density

· 5G-PPP whitepaper [25]
· Figure 2, radar diagram on 5G disruptive capabilities

� 	Note that in a 5G architecture, these ‘virtual representations’ can be located on any virtual machine in the network. They will also need to be found.





