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Abstract: To consider the interest of supporting new services in 3GPP, this paper proposes SA1 to give place to consider the support for potential “Mobile Edge Computing (MEC)” and the related requirements: support of routing application’s traffic to local server 
Introduction 

As mentioned in China IMT2020 white paper “5G Vision and Requirements”, the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future and new services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video will raise.

To support these services, the MNO could have interest to route the data traffic to service server(s) which are local to the end-user location, in order to support the expected service experience as such services have critical requirements on transfer bandwidth and delay. 
As each of such service may be served by an independent application server, the routing should be done per application, and not per UE (or “not per APN”).Also this routing to local server should be done under MNO control with specific connection attributes (QoS, charging and etc) depending on negotiation done with the application needs. 
Service agreements is needed between the 3rd party service provider and the operator, to allow the Operator to identify per UE’s application, the traffic to be routed to each local server and the policy to apply to the data routed to the server(charging rule…). 
This should be possible even if the 3rd party service provider deploys its application server in a local server managed/owned by the operator.  
The operator network is aware of the application and dynamically routes the traffic according to the application needs and the operator policy. 
Context awareness is proposed in 4G American Recommendations for 5G Requirements and Solutions, quoted：“Context awareness allows the network to adapt to the needs of applications within the framework of network constraints and operator policy. This is preferable to the alternative, where applications adapt to the constraints of a one-size-fits-all set of service characteristics on a default bearer as is typical in 4G.” 
The route of the traffic to local server needs to be selected by the operator network because the attributes of the traffic connection routing the traffic to local server depends on negotiation with the application regarding proximity between end-user and server locations, QoS which can be supported by the different connections path possibilities of the MNO, charging policy that the MNO can apply to the server for this offload and other attributes. 
Thus routing the application traffic to the local server based on the application needs could be as one network service provided to 3rd party service provider. Comparison with existing Local SIPTO.
The current SIPTO feature is able to establish local data traffic connection to offload the data of all applications on the UE, but it can’t offer different routing for each applications of a UE i.e. the customized connection LGW and attributes per application. 
Instead, it is expected that the future network shall be able to transfer traffic data traffic in a flexible and efficient manner to address the requirements of each single application of each UE.
Proposal

From the above description, it is clear that the user plane routing shall depend on the application needs and the operator policy.

The following changes are proposed for the SMARTER TR
***** BEGIN CHANGE *****
New use case
5.x
Use case for local server support 
5.x.1
Description

As mentioned in China IMT2020 white paper “5G Vision and Requirements”, the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay. The service may be served by the separated application server which could need to be near the end-users to support their transfer bandwidth and delay needs. 
The use case proposes that the operator network routes the application traffic to the local server based on application needs and operator policy regarding its specific service requirements on QoS, charging and etc.
5.x.1.1
Pre-conditions

There will be one Marathon match in City A. It is expected that about 50,000 persons will watch the match along the match road. The match host lunches one application for mobile terminal in order that the people can watch the live HD video and other match information.
In order to handle the massive users and the expected massive application traffic, the match host signs a service agreement with the operator, and the operator sets up the network for the match.
5.x.1.2
Service Flows

1.  The operator near the match field serves the application traffic for the match. The application server of the match host may be deployed in the multiple servers near to the match route. These servers might be managed by the operator or the service provider.
2. During the match, the match application on the terminal accesses the application server via the operator network. 

3. The operator network identifies the specified application traffic, and then routes the application data by one specific route path to the local application server which is near the terminal based on different criteria agreed with the application, such as the terminal location, the location of the available local servers, the time of the day, the load level of the local Gateways. 
4. For the traffic to the local server, the operator network applies the attributes negotiated with the application e.g. QoS, charging policy.
5. The traffic of the match application is offloaded to the local server with the specified attributes. 
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Figure 5.x-1 Application traffic routing to local server
5.x.1.3
Post-conditions

The application traffic of massive users are transferred via the multiple local cloud. 
5.x.2
Potential Service Requirements

5.x.3
Potential Operational Requirements

The 3GPP network shall support routing of data traffic connection to local server for specific application of a UE.

The 3GPP network shall be able to define data traffic connection characteristics e.g. routing path, charging policy, based on specific application needs negotiated with MNO and based on MNO policies.
***** END OF CHANGE *****
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