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Abstract: This use case proposes requirements for the 3GPP system to minimize negative impacts on user experience (e.g., interruption time) that may occur when the system detects that a PDN connection is suboptimal and the system decides to establish an optimal PDN connection for the same service using a different IP anchor node. 
---------- Use Case template ----------
5.x
SMARTER Service Continuity
5.x.1
Description
Service continuity in mobile networks is often perceived as being synonymous with IP address preservation. To enable service continuity today, the mobile device is typically assigned an IP address that is hosted at an “IP anchor” node residing sufficiently deep inside the core network. The traffic between the mobile device and the IP anchor node is tunnelled, whereas IP routing is used only within the packet data network that starts at the IP anchor node. Even though this tunnelled data path may lead to very inefficient resource use in certain scenarios (e.g. two UEs under the same eNB communicating with each other via a long hairpin), this is still done in order to support the IP address preservation.

However, many applications today can survive an IP address change. One example are SIP (Session Initiation Protocol) based applications, where a “SIP reINVITE” message is sent in order to update the remote party of the new IP address that will be used as the contact address for future user plane traffic. Another example are DASH (Dynamic Adaptive Streaming over HTTP) based applications which not only can survive a change in IP address, but can also resume with content delivery from a different content distribution server. This is enabled by associating the content segments with a globally unique transport-independent labels (URLs), so that the streaming client can always determine the next-in-line content segment and request it from the content distribution network (including from a different server).

With the ever-increasing multimedia broadband (MBB) data volumes, it would be beneficial if the 3GPP system could select an IP anchor node that is located close to the radio access network edge and to the current UE location. This would allow for offloading of the IP traffic from the 3GPP system user plane onto traditional IP routing networks close to the network edge, which minimises the tunnelled part and maximises the IP routed part. This in turn has the following advantages:

· Increased scalability of the 3GPP system user plane nodes.
· Optimization of the end-to-end communication path by avoidance of triangular routing via the IP anchor node. 

· Content delivery is resumed from a geographically closer content distribution server, which further reduces the traffic load on the 3GPP network.

· Lower end-to-end latency of data transmission. 

· Better user experience.


Figure 1 depicts an example of a UE which starts receiving content from server CDN A and, at some point, having determined that the current IP anchor is suboptimal, the system decides to establish an optimal PDN connection for the same service using a different IP anchor node. When the network IP anchor node changes, there may be an interruption in the service, and it is desired that this interruption time be minimized.

[image: image1.emf]Internet

IP1

Internet

Internet

IP1

Internet

CDN A

CDN B

CDN A

CDN B

CDN A

CDN B

CDN A

CDN B


Figure 1: Example of change in IP anchor node for a given service



5.x.2
Potential Service Requirements
N/A

5.x.3
Potential Operational Requirements
Subject to operator’s policy, the 3GPP system shall be able to change the IP anchoring point for a UE with minimal impact on the user experience.
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