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Introduction
This contribution discusses and clarifies the E2E time delay definition in the SMARTER TR 22.891, and proposed how to change the TR.

Discussion
Background
E2E Time delay is described in several sections in SMARTER TR 22.891. And they are in different scenarios and have different values listed in the following table.
The “Description” column of the table is the use case of the TR.
The 2 columns on the right are our current analysis.
	Section 
	Description
	E2E Distance
	Time Delay

	[bookmark: _Toc417071165]5.1	Ultra-reliable communications

	Example of mission critical services include:
- Industrial control systems (RTT from sensor to actuator, very low latency for some applications)
- Mobile Health Care, remote monitoring, diagnosis and treatment (high rates and availability)
- Real time control of vehicles, road traffic, accident prevention (location, vector, context, low RTT)

The system shall support improved reliability and latency as defined in table x. 
· Latency: as low as 1 ms end-to-end 
	Local
	1ms

	[bookmark: _Toc417071184]5.5	Mobile broadband for indoor scenario
	Real-time video meeting within the campus and/or over the internet would be the norm work mode.  The productivity is dependent on the efficiency of the system response time and reliability. 
The 3GPP system shall support very low latency for user experienced data exchange.
	Local
	?

	[bookmark: _Toc417071192]5.7	On-demand Networking

	[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Generally, network areas with UE high density distribution varies with the time, and moving vehicles or crowds. In these hot spots, high date rate and low latency network capabilities in ultra-high connection density should be provided by operators. On-demand networking should be provided by operators to meet the distribution variation.
Here are two examples of on-demand networking.
There is a football match in the Beijing National Stadium this afternoon. Near to ninety thousand audiences will come to watch the match. During the match, audiences may share HD live video with friends who are not at the scene, or post HD photos to the WeChat, a social APP. These applications will require a combination of ultra-high connection density, high date rate and low latency.
	Local.
Middle or Long Distance
	?

	5.8	Use case for flexible application traffic routing
	The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay between the terminals, and the future network shall be able to transfer these data traffic in a flexible and efficient manner. 
	Local.
Middle or Long Distance
	?

	5.11 Virtual presence

	The system shall provide high bandwidth (bidirectional) and low latency. In Office environments, this implies also a full indoor coverage.
Editor’s Note: a range of values for bandwidth and latency should be clarified.
	Local 
	?

	5.12 Connectivity for drones
	The system shall be able, in the context of Internet of Things, to provide best solutions for applications using, for example drones or robotics:
Bandwidth intensive (for media streaming).
Low latency (for piloting).
Editor’s Note: a range of values for latency and geographic distances should be clarified.
	Local, 
Middle or Long Distance
	?

	5.13 Use case on Industrial Control
	Several industrial control applications require high reliability and very low latency (~1 ms) whereas the data rate requirement may be relatively low.
A high-reliability low-latency wireless connection with a high uplink bandwidth fullfils the requirements for industrial control applications.
Low latency can be further enhanced by allowing local processing of the traffic.
The 3GPP system shall support very low latency (~1 ms)
	Local
	1ms

	5.14 Use case on Tactile Internet
	Tactile internet, defined as "Extremely low latency in combination with high availability, reliability and security will define the character of the Tactile Internet", makes the cellular network an extension of our human sensory and neural system. Human sensory system requires a millisecond or lower latency to give the impression of immediate response. If the force feedback from a remotely operated tool comes too late, the operation of the tool becomes difficult. If the visual feedback from a virtual or augmented reality headset arrives too late, the human operator may have nausea.
The 3GPP System shall support very low latency (~1 ms)
	Local
	1ms

	5.15 Localized real-time control
	In Smart factory, an extremely restricted requirement of reliability and latency is expected to guarantee the communication between Robots (e.g. automatic precise instruments assemble a car co-ordinately) and the communication between Robot and local Robot-control system.
The 3GPP system shall support extremely high reliability and extremely low latency [1-10 ms] for data transmission.
	Local
	1-10 ms

	5.17 Extreme real-time communications and the tactile internet
	As mentioned in the NGMN 5G whitepaper and SID for SMARTER, “extreme real-time communications” present tight requirements for communications networks.  Another term to describe extreme real-time applications is the “tactile internet” as described by Gerhard Fettwe is.  Tactile internet applications require extremely low latency and high reliability and security.
Example of extreme real-time communications include:
Truly immersive, proximal cloud driven virtual reality
Remote control of vehicles and robots, real-time control of flying/driving things
Remote health care, monitoring, diagnosis, treatment, surgery.
Target 1ms delay implies endpoints must be physically close.  Maximum distance between endpoints depends on delay budget per link.
The 3GPP system shall support 1ms one-way delay between mobile devices and devices in the nearby internet.  
	Local
	1ms

	5.18 Remote Control
	For an  instance, the owners of UAV (e.g. Logistics companies or Medical institutions) subscribe to latency and ultra reliable transmission service from Operator A, and control the UAV remotely through the service.
The 3GPP system shall support end to end latency lower than [10ms] even in high mobility scenario;
	
	



Scenario analysis
With the above use case summary, it is clear that:
1. Local Communication:  E2E time delay is 1ms.
[bookmark: OLE_LINK1]2. Route Communication:  E2E time delay is more than 10ms

But we still need to clarify the E2E delay definition.  
We can have several cases for the E2E definition for local scenario as shown in figure 1 below:
a) via 1, 8  (in red) only RTT for Uu interface
b) via 1, 6,7,8 (in blue) E2E communication (P2P). Normally it has double time delay in a) Uu interface. (2ms??)
c)  via 1,2, 3, 4,5,8 (in yellow) only from UE to APP server (Client-Server)


Figrue 1. Time delay definition for Local scenario

We can have several cases for the E2E delay definition for remote scenario in the figure 2 below:
· d) via 1,2,5,8,9,10,11,12,13,14 (in blue),  E2E communication (P2P), but with different EPC in remote cities, so the time delay (5+12) is nearly 10ms.
· E) via 1,2, 3, 4,13,14 (in yellow) only from UE to APP server (Client-Server), but APP is far away with EPC, so time delay (3+4) is nearly 10ms.


Figrue 2. Time delay definition for Remote scenario

This means, we have five different cases for the E2E delay definition.
Physical limit
The time delay is in addition limited by the physic, i.e the speed of light 299 792 458 meters per second in air and 2/3 of speed of light in fiber connection[footnoteRef:1]. In addition any elaboration of the packet, any queue at the ingress of the equipment crossed increased the delay. [1:  The propagation delay depends by the wavelength (reflaction index from around 1.4 to 1.6).] 

No coming back to physical the  limit is 1 ms delay each around 300 km for air propagation and 200 km for fiber,  


Figure 3. latency per distance for free air propagation and fiber

The position of the 2 end points communicating, it is important and it varying based on the use cases and this needs to be taken into considerations. 
Furthermore the distance effectively done by the communication can be not as direct as can be expected, i.e. calculated connected to direct point, since as for the road the connection can be not directly and several layers may be crossed depending by the topology of the network and where the 2 end point are connected and from which equipment they can pass through. In addition local in a urban area and in rural area can have a different meaning since it may be not expected that the local point of access

When the 2 end point of the communication are in different continent the distance is much more that those calculated taking the distance on earth depending by where are the two end point and which are the path following in submarine cable. In addition the distance also depends by the d geographical path of the link in each country. For matter of example Figure 4 reposrt the map of submarine cables
[image: ]
Figure 4. Submarine cable map (http://www.submarinecablemap.com/) 

Proposal
It is proposed that in local scenario the RTT in Uu interface time delay is 1ms, and P2P time delay is 2ms. In remote scenario the time delay is 10ms.
Based on the analysis, it is proposed to add the following changes into the TR 22.891

****************************** First Change *****************************************************
[bookmark: _Toc422211876][bookmark: _Toc422211877]5.5	Mobile broadband for indoor scenario
5.5.1	Descriptions of typical use case in office scenario
In an office scenario, the users and their serving nodes are expected to be deployed indoors. The coverage area per each serving node is small. Ideal backhaul infrastructure should be available and could be optimized. 
Users frequently upload and download data from company’s servers and they are various in size which could be up to terabit of data.  Real-time video meeting within the campus and/or over the internet would be the normal work mode.  The productivity is dependent on the efficiency of the system response time and reliability. 

[bookmark: _Toc422211878]5.5.2	Potential Service Requirements
The 3GPP system shall support user experienced data rate up to Gbps of level.
The 3GPP system shall support user peak data rate at tens of Gbps;The 3GPP system shall support the whole traffic volume in the area at least the level of Tbps/ k㎡.
The 3GPP system shall support very low latency [1ms] for user experienced data exchange.

****************************** Second Change *****************************************************
[bookmark: _Toc422211903][bookmark: _Toc422211905]5.11	Virtual presence
[bookmark: _Toc422211904]5.11.1	Description
The goal is to provide interactive services for high speed zones (e.g. Office environments) as described in section 3.2.1 of the NGMN 5G White Paper [2].
A use case can be:
Phil works in a multinational company which has offices in many big cities. He has regular meetings with colleagues based in other countries. He uses to have real time 360° video communications: he wears Virtual Presence glasses, allowing to be merged in a meeting room where he can see all his other colleagues sitting around a table. He can interact with them in real time as if they were just in front of him.
Phil is alone in his office and wear special glasses. His office is equipped with cameras for transmitting his video to the network.
Phil actives a communication with the virtual presence conference bridge in order to initiate a 360° video communication with all his colleagues.
5.11.2	Potential Service Requirements
The system shall provide high bandwidth (bidirectional) and low latency [1ms]. In Office environments, this implies also a full indoor coverage.
Editor’s Note: a range of values for bandwidth and latency should be clarified.

****************************** Third Change *****************************************************
[bookmark: _Toc422211907]5.12	Connectivity for drones
[bookmark: _Toc422211908]5.12.1	Description

The objective is to provide use case concerning connexion of drones.
A use case can be:
Phil is a farm worker having 55 ha of planted with sensitive cultures. He wants to be able to survey in real time the fields and the state of the crops. He uses a drone and a remote control that are both connected to the mobile network. Due to low latency, Phil is able to control the drone and is also able analyzed in real time the video and infrared imaging of the fields that is streamed from the cameras and other sensors. This provides all necessary information for decision making on irrigation, fertilizer and pesticide distribution
A drone and remote control are connected to the mobile network.
The drone is piloted with remote mode, data being transmitted via the network
The drone transmits video and with other data, such as infrared pictures.

Extreme Real-Time Communications are addressed in the NGMN 5G white paper [2]. 

[bookmark: _Toc422211909]5.12.2	Potential Service Requirements
The system shall be able, in the context of Internet of Things, to provide best solutions for applications using, for example drones or robotics:
Bandwidth intensive (for media streaming).
Low latency (for piloting) [1ms-10ms].
Editor’s Note: a range of values for latency and geographic distances should be clarified.

****************************** Third Change End *************************************************
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