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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

1
Scope

The present document aims to identify the market segments and verticals whose needs 3GPP should focus on meeting, and to identify groups of related use cases and requirements that the 3GPP eco-system would need to support in the future. This is a very broad and wide-ranging endeavour. As a result, the work will be organised so that a subset of distinct work/study items with clearly focussed objectives are executed in each stage of the work.

This study will develop several use cases covering various scenarios and identify the related high-level potential requirements which can be derived from them. It will identify and group together use cases with common characteristics and propose a few, e.g. 3-4, use cases (or groups of use cases with common characteristics) for further development in the next stage of the work.

Analysis will also be made on which legacy services and requirements from the existing 3GPP systems need to be included, if fallback mechanisms to them need to be developed, or if they are not necessary.  

The focus of this work is on the use cases and requirements that cannot be met with EPS. Use cases identified as applicable for EPS are outside the scope of this study and are expected to be progressed independently of it.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 41.001: "GSM Release specifications".

[3]
3GPP TR 21 912 (V3.1.0): "Example 2, using fixed text".

…

[x]
<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".

3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

<ACRONYM>
<Explanation>

4
Overview
5
Use Cases
5.1
Ultra-reliable communications

5.1.1
Description

In order to enable certain services related to ultra-highly reliable communications, a minimal level of reliability and latency is required to guarantee the user experience and/or enable the service initially. This is especially important in areas like eHealth or for critical infrastructure communications.

Example of mission critical services include:

- Industrial control systems (RTT from sensor to actuator, very low latency for some applications)

- Mobile Health Care, remote monitoring, diagnosis and treatment (high rates and availability)

- Real time control of vehicles, road traffic, accident prevention (location, vector, context, low RTT)

Overall, mission critical services are expected to require significant improvements in end-to-end latency, ubiquity, security, and availability/reliability compared to UMTS/LTE/WiFi. 

5.1.2
Pre-conditions

The different substations of a power system are connected to operator A’s network to provide automated measurements and automated fault detection to prevent large scale outage. 
5.1.3
Service Flows

1. 
Substations connect to the operator A network 

2.
Operator A determines this is a mission critical device and configures the network based on the mission critical service requirements

3.
Substations report periodic measurements with a given reliability and latency

4.
In case of a fault – substation reports fault with a second reliability and latency

5.
Power system reacts and may shutdown or divert power from this substation or other substations in the vicinity
5.1.4
Post-conditions

The power system can optimize performance due to periodic measurements. A potential disaster is averted due to the substation reporting in time.

5.1.5
Potential Service Requirements

5.1.6
Potential Operational Requirements

The system shall support efficient multiplexing of mission critical traffic and nominal traffic 

The system shall support fast failover to redundant links in case of a primary link interruption.

The system shall support improved reliability and latency as defined in table x.

Table x: Example mission critical use cases

	Sample use case
	Description
	Critical Requirements

	Substation protection and control
	· Automates fault detection and isolation to prevent large scale power outage

· For example, Merging Units (MUs) perform periodic measurements of power system components, and send sampled measurement data to a Protection Relay. When the Protection Relay detects a fault, it sends signals to trip circuit breakers.
	· Latency: as low as 1 ms end-to-end 

· Packet loss rate: as low as 1e-04

· Transmission frequency: 80 samples/cycle for protection applications. 256 samples/ cycle for quality analysis & recording

· Data rate: ~12.5Mbps per MU at 256 samples/cycle

· Range: provide coverage to the substation


5.2
Network Slicing

5.2.1
Description

With the new market segments and verticals, as described in the NGMN white paper, new diverse use cases will need to be supported by the 3GPP eco system. This needs to be done at the same time as continuing to support the traditional mobile broadband use cases. The new uses cases are expected to come with a high variety of requirements on the network. For example, there will be different requirements on functionality such as charging, policy control, security, mobility etc. Some use cases such as Mobile Broadband (MBB) may require e.g. application specific charging and policy control while other use cases can efficiently be handled with simpler charging or policies. The use cases will also have huge differences in performance requirements. 

In order to handle the multitude of segments and verticals in a robust way, there is also a need to isolate the different segments from each other. For example, a scenario where a huge amount of electricity meters are misbehaving in the network should not negatively impact the MBB users or the health and safety applications. In addition, with new verticals supported by the 3GPP community, there will also be a need for independent management and orchestration of segments, as well as providing analytics and service exposure functionality that is tailored to each vertical’s or segment’s need. The isolation should not be restricted to isolate between different segments but also allow an operator to deploy multiple instances of the same network partition.

The figure below provides a high level illustration of the concept. A slice is composed of a collection of logical network functions that supports the communication service requirements of particular use case(s). It shall be possible to direct terminals to slices in a way that fulfil operator needs, e.g. based on subscription or terminal type. The network slicing primarily targets a partition of the core network, but it is not excluded that RAN may need specific functionality to support multiple slices or even partitioning of resources for different network slices.


[image: image3]
Figure x. Network slices that cater for different use cases 

This is referring to section 5.4 in the NGMN White Paper.

5.2.2
Potential Service Requirements

The 3GPP System shall allow the operator to compose network slices, i.e. independent sets of network functions and parameter configurations, e.g. for hosting multiple enterprises or MVNOs etc. 

The operator shall be able to dynamically slice the network to cater for different diverse use cases.

The operator shall be able to identify certain terminals or groups of terminals and subscribers to be associated with a particular network slice.

The 3GPP System shall be able to enable a UE to obtain service from a specific network slice e.g. based on subscription or terminal type.

5.2.3
Potential Operational Requirements

The operator shall be able to create and manage network slices that fulfil required criteria for different markets or services. 

The 3GPP System shall be able to operate different network slices in parallel with isolation that e.g. prevents data communication in one slice to negatively impact services in other slices.

The operator shall be able to authorize third parties to manage a network slice configuration via suitable APIs, within the limits set by the network operator. 

5.3
Lifeline communications / natural disaster

5.3.1
Description
5G should be able to provide robust communications in case of natural disasters such as earthquakes, tsunamis, floods, hurricanes, etc. Several types of basic communications (e.g., voice, text messages) are needed by those in the disaster area. Survivors should also be able to signal their location/presence so that they can be found quickly. Efficient network and user terminal energy consumptions are critical in emergency cases. Several days of operation should be supported. [NGMN 5G White Paper, section 3.2.1, xi. Natural Disaster]

5.3.2
Potential Service Requirements
5.3.3
Potential Operational Requirements

Based on operator’s policy, the system shall be able to define minimal services necessary in case of disaster that are conditional on e.g. subscriber class (i.e. access class), communication class (i.e. emergency call or not), device type (i.e. Smart phone or IoT device), and application. Examples of those minimal services are communications from specific high priority users, emergency calls, and a disaster-message-board type of application that helps people reconnect with friends and loved ones in the aftermath of disasters.
Those minimal services shall be available in case of disaster.

During the recovery phase of disaster, the service continuity of those minimal services that start being provided should be ensured.
5.4
Migration of Services from earlier generations

5.4.1
Description

In addition to new services derived from the new use cases envisioned for the <5G system>, there exist already today a large number of services in the cellular networks of the current generations.

It is envisoned that some of these existing services could be deemed as required for support in a <5G System> while others are not. In the potential service requirements below services are listed and classified as being either required or not required for support in a <5G system>.

5.4.2
Potential Service Requirements

The <5G system> shall be able to support the following  services defined in previous releases of EPS, e.g. to fulfil regulatory requirements:

· IMS based Voice, Video and Messaging.

· Location services

· Public Warning System

…

Examples of services not required for support in a <5G system>:

· CS voice service continuity and/or fallback to GSM or UMTS (i.e. seamless handover)

…

5.4.3
Potential Operational Requirements

5.5
Mobile broadband for indoor scenario
5.5.1
Descriptions of typical use case in office scenario
In office scenario, the users and their serving nodes are expected to be deployed indoor. The coverage area per each serving node is small. Ideal backhaul infrastructure should be available and could be optimized. 
Users frequent upload and download data from company’s servers and they are varies in sizes which could be up to terabit of data.  Real-time video meeting within the campus and/or over the internet would be the norm work mode.  The productivity is dependent on the efficiency of the system response time and reliability. 
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5.5.2
Potential Service Requirements

The 3GPP system shall support user experienced data rate up to Gbps of level,.

The 3GPP system shall support user peak data rate at tens of Gbps;The 3GPP system shall support the whole traffic volume in the area at least the level of Tbps/ k㎡.

The 3GPP system shall support very low latency for user experienced data exchange.

5.5.3
Potential Operational Requirements

5.6
Mobile broadband for hotspots scenario
5.6.1
Description of use case in Dense Urban Area scenario
In dense urban area, users can be either indoor or outdoor. The coverage area is wider than the office scenario. Backhaul availability would be one of the key issues in this scenario, especially if the backhaul is wired. Self wireless backhaul can also be considered which allows flexible deployment of serving nodes and potentially reduces the cost of the networks. Precise network planning would be difficult, considering the deployment cost, backhaul capacity and scalability etc.  Random or semi-random network planning should be considered.
Given it is dense urban area, dependent on time of day (e.g. morning, evening, weekday vs. weekend etc.) and the location(e.g. shopping mall, downtown street), there could be high volume and high capacity multi-media traffic upload and download towards internet as well as D2D communications. The traffic volume per cell is very large.

Meanwhile when a user is indoor, it is either stationary or nomadic; however, when a user is outdoor, it may travel at lower speed.

[image: image5.png]



5.6.2
Potential Service Requirements

The 3GPP system shall support  the user experienced data rate up to Gbps of level while the user is moving in lower speed.

The 3GPP system shall support the peak data rate at tens of Gbps while the user is moving in lower speed.

The 3GPP system shall support the whole traffic volume in the area at least the level of Tbps/ k㎡.
5.6.3
Potential Operational Requirements

The 3GPP system shall support flexible and efficient backhaul especially outdoor
5.7
On-demand Networking

5.7.1
Description

Generally, network areas with UE high density distribution varies with the time, and moving vehicles or crowds. In these hot spots, high date rate and low latency network capabilities in ultra-high connection density should be provided by operators. On-demand networking should be provided by operators to meet the distribution variation. It includes moving areas with UE high density [1] and HD video/photo sharing in stadium/open-air gathering [1] use cases defined in NGMN 5G white paper. In HD video/photo sharing in stadium/open-air gathering use case, operators can get the event information in advance in stadium/open-air gathering to prepare to provide the high date rate and low latency network capability. In moving hot spots, operators may have to analyse historical statistical and recent network data and to track the areas with UE high density distribution in a short time, so as to provide network capabilities to hot spots on demand. 

Here are two examples of on-demand networking.

1. There is a football match in the Beijing National Stadium this afternoon. Near to ninety thousand audiences will come to watch the match. During the match, audiences may share HD live video with friends who are not at the scene, or post HD photos to the WeChat, a social APP. These applications will require a combination of ultra-high connection density, high date rate and low latency. Operator can provide the network on demand in the stadium area. When the match is over, all the audiences will return home. There is no need to provide high network capability. So operator should change to very low network capability with the demand variation.

2. While moving vehicles or crowds (e.g., moving mass events such as walking/cycling demos or a long red-cycle of a traffic light) will generate capacity variation (from almost stationary to bursty), the hot spots areas can be tracked and operators can realize dynamic and real-time provision of capacity for these areas with UE high density with high speed.
5.7.2
Potential Service Requirements

The 3GPP system shall provide guaranteed user experience for mobile broadband services like live video in areas with UE high density which requires user experienced data downlink rate 300Mbps and uplink rate 50Mbps in 200-2500 /km2 connection density.
The 3GPP system shall provide consistent users experience when terminals enter the areas with UE high density which requires user experienced data downlink rate 50Mbps and uplink rate 25Mbps in 2000/km2 connection density.

5.7.3
Potential Operational Requirements

Reference

 [1] White paper “NGMN 5G White Paper”, NGMN Alliance

5.8
Use case for flexible application traffic routing

5.8.1
Description

As mentioned in China IMT2020 white paper “5G Vision and Requirements”, the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay between the terminals, and the future network shall be able to transfer these data traffic in a flexible and efficient manner. 
5.8.1.1
Pre-conditions

The Service Provider X provides 3D Augmented Reality (AR) service for the users, one user can interact with other user via live 3D Augmented Reality service. 

The Service Provider X has a service agreement with an MNO, and the MNO network may optimize the traffic transfer for the live 3D Augmented Reality service in order to realize good user experience.

5.8.1.2
Service Flows

1.  The terminals of Bob and Alice connect to the network via wireless access system. Bob stays in the house, and Alice stays in one bus moving on the city road.

2.  Bob connects to the server of Service Provider X and requests to contact with Alice via 3D Augmented Reality service. The server of Service Provider X sets up the connection between Bob’s and Alice’s terminal, and the Augmented Reality control signalling (the “CP” line marked red colour in the figure below) and the Augmented Reality application data (the “UP” line marked blue colour in the figure) are both transferred via the MNO network and the server of Service Provider X.

3.  During the communication, the bus that Alice is on keeps changing its location.

4.  As a result of the change in location Alice’s terminal use a different base station to access the network. Upon changing base stations the previous user-plane path may become inefficient. To avoid this, the application traffic may be transported via an alternative, more efficient path between Bob’s and Alice’s terminal (the “UP” line marked in green colour in the figure) 
[image: image1.jpg]
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Figure x. Application traffic routing after UE mobility
5.8.1.3
Post-conditions

Data packets are using efficient paths between the involved terminals.

5.8.2
Potential Service Requirements

5.8.3
Potential Operational Requirements

Subject to operator’s policy, the network shall support efficient user-plane paths between terminals, even if the terminals change their location.
5.9
Flexibility and scalability

5.9.1
Description
Since traffic varies depending on the time of the day and on the day of the week, network deployment decisions based on peak traffic cause waste of resources. In addition, traffic varies also depending on location. It is understood that traffic moves from a location to another in a way, while the total amount of traffic in a wider area is less changed. Therefore it is important that the system can flexibly scale with various levels of control and user-plane demand in order to avoid localized underutilization of resources.
Resiliency against congestion and disasters would be also much enhanced by that.

5.9.2
Potential Service Requirements
5.9.3
Potential Operational Requirements

The system shall be scalable to ensure that different levels of signaling and user plane demand can be handled.

The system shall support dynamic utilization of resources (compute, network and storage resources) in more than one geographic area in order to serve the differing needs of the users in each geographic area, subject to operator policy.
Using resources (compute, network and storage resources) in more than one geographic area by the system shall be supported without requiring manual re-configuration of neighboring nodes, without service disruption, and while avoiding additional signaling due to unnecessary UE’s re-attachments (e.g. due to loss of call state information in the network).

The system shall also support foreseen rapid increases in signaling and user plane demand with a lead time that can be as low as 5 minutes. 

NOTE:
The lead time of 5 minutes stems from the most severe and unplanned use case i.e. the disaster use case, where the average time until call attempts surge after a disaster occurs is considered 5 minutes.
Reference

 [1] White paper “NGMN 5G White Paper”, NGMN Alliance

5.10
Mobile broadband services with seamless wide-area coverage

5.10.1
Description

As a basic scenario of mobile communications, the seamless wide-area coverage scenario aims to provide seamless service to users. In future, mobile broadband services such as mobile cloud office, online games/videos, and augmented reality, etc. will become more and more popular and helpful. People hope mobile broadband services are provided wherever they go, for example, urban areas, rural areas, high-speed railways and fast ways between cities. That is to say, mobile broadband services are provided in seamless wide-area coverage. 

Here is an example of this use case.
1. 
Jack works in an urban city, and today he travels on a business trip. He takes a taxi to the high-speed railway station, and spends 4 hours on the high-speed train. Meanwhile, some urgent work needs to be settled. He continues to work on the taxi and the train using his smart phone or laptop as if he was working in his office. Necessary relevant data (such as document, video, etc.) is obtained from the company’s cloud storage server. He can communicate with his colleagues and share the work results with them conveniently and timely.

2.
Getting off the train, he arrives at the destination which is in rural areas and meets his customers. He introduces a new product of his company to customers, and at the same time, a video conference by operators’ network is held so that his colleagues who are still in their office can also get involved.
3.
After the conference, Jack feels tired and goes to the company’s guest room which locates beside the factory.  It’s the evening game time, by connecting to the operators’ network; he plays online games with his friends.

4.
On the return high-speed train, he watches the football match online that he missed last midnight using his smart phone.
In this case, Jack gets consistent user experience of mobile broadband services on his trip, including on the taxi, the high-speed train, and the rural areas with the assist of operator’s network.
5.10.2
Potential Service Requirements

For wide area coverage, the system shall support user experienced data rate for mobile broadband services anytime and anywhere, e.g., 100Mbps.

NOTE: The above requirement assumes reuse of an existing base station site grid. 
The system shall support high mobility, e.g., 500km/h.

5.10.3
Potential Operational Requirements

Reference.
[1] White paper “5G Vision and Requirements”, IMT-2020(5G) Promotion Group
[2] 3GPP TR 36.913 v12.0.0. “Requirements for further advancements for Evolved Universal Terrestrial Radio Access (E-UTRA), Release 12”
[3] White paper “5G Concept”, IMT-2020(5G) Promotion Group

5.11
Virtual presence

5.11.1
Description

The goal is to provide interactive services for high speed zones (e.g. Office environments).

A use case can be:

Phil works in a multinational company which has offices in many big cities. He has regular meetings with colleagues based in other countries. He uses to have real time 360° video communications: he wears Virtual Presence glasses, allowing to be merged in a meeting room where he can see all his other colleagues sitting around a table. He can interact with them in real time as if they were just in front of him.
· Phil is alone in his office and wear special glasses. His office is equipped with cameras for transmitting his video to the network.

· Phil actives a communication with the virtual presence conference bridge in order to initiate a 360° video communication with all his colleagues.

Smart office is addressed in section 3.2.1 of the NGMN 5G white paper. 

5.11.2
Potential Service Requirements

The system shall provide high bandwidth (bidirectional) and low latency. In Office environments, this implies also a full indoor coverage.

Editor’s Note: a range of values for bandwidth and latency should be clarified.

5.11.3
Potential Operational Requirements

5.12
Connectivity for drones

5.12.1
Description

The objective is to provide use case concerning connexion of drones.

A use case can be:

Phil is a farm worker having 55 ha of planted with sensitive cultures. He wants to be able to survey in real time the fields and the state of the crops. He uses a drone and a remote control that are both connected to the mobile network. Due to low latency, Phil is able to control the drone and is also able analyzed in real time the video and infrared imaging of the fields that is streamed from the cameras and other sensors. This provides all necessary information for decision making on irrigation, fertilizer and pesticide distribution

· A drone and remote control are connected to the mobile network.

· The drone is piloted with remote mode, data being transmitted via the network

· The drone transmits video and with other data, such as infrared pictures.

Extreme Real-Time Communications are addressed in the NGMN 5G white paper. 

5.12.2
Potential Service Requirements

The system shall be able, in the context of Internet of Things, to provide best solutions for applications using, for example drones or robotics:

· Bandwidth intensive (for media streaming).

·  Low latency (for piloting).

Editor’s Note: a range of values for latency and geographic distances should be clarified.

5.12.3
Potential Operational Requirements

5.13
Use case on Industrial Control
5.13.1
Description

Several industrial control applications require high reliability and very low latency (~1 ms) whereas the data rate requirement may be relatively low. In some case also high data rates may be required, e.g., in the uplink, to deliver live video stream to a physical operator, or a computer which then analyses the video and adapts the control to the situation (10s of Mbps per user in a dense environment).

Traditionally industrial control applications have relied on wired connections, or proprietary or tailored wireless solutions. A wired connection, despite the potential of being fast, supporting a high bandwidth, and being reliable, may not be applicable for every situation simply due to the fact that physical wires are subject to tear and wear, and because wiring impacts the mechanical design of the machines to be controlled. Proprietary wireless solutions may suffer from the high prices due to the lack of mass production, and from the lack of globally available frequency bands.

A high-reliability low-latency wireless connection with a high uplink bandwidth fullfils the requirements for industrial control applications.

Reliability can be further enhanced by dedicating the radio interface to the specific industrial control application, and separating the required core network processing from other traffic in the network.

Low latency can be further enhanced by allowing local processing of the traffic.

Related material can be found in

- NGMN 5G White Paper

- 3.2.1 Use Cases/Ultra-reliable Communications/Extreme Real-Time Communications/x. Tactile Internet
- 3.2.1 Use Cases/Ultra-reliable Communications/xiii. Collaborative Robots: A Control Network for Robots
- 4G Americas 5G White Paper

- 2.1.1 SMART GRID AND CRITICAL INFRASTRUCTURE MONITORING
- 2.4 PUBLIC SAFETY
5.13.2
Potential Service Requirements

The relevant potential service requirements from this use case are

The 3GPP system shall support very low latency (~1 ms)

The 3GPP system shall support very high reliability

The 3GPP system shall support very high availability

The 3GPP system shall support high uplink data rate (tens of Mbps per device in a dense environment)

5.13.3
Potential Operational Requirements

5.14
Use case on Tactile Internet
5.14.1
Description

Tactile internet, defined as "Extremely low latency in combination with high availability, reliability and security will define the character of the Tactile Internet", makes the cellular network an extension of our human sensory and neural system. Human sensory system requires a millisecond or lower latency to give the impression of immediate response. If the force feedback from a remotely operated tool comes too late, the operation of the tool becomes difficult. If the visual feedback from a virtual or augmented reality headset arrives too late, the human operator may have nausea.

Another important requirement for tactile internet is very high reliability: if the human operator operates a device that interacts with its surroundings, it is very important that he remains in full control of that device all the time. This makes also the security important: the connection must remain intact and secure, without the possibility for outsiders to block, modify, or steal the connection.
Related material can be found in

NGMN 5G White Paper

3.2.1 Use Cases/Ultra-reliable Communications/Extreme Real-Time Communications/x. Tactile Internet
4G Americas 5G White Paper

2.2 EXTREME VIDEO, VIRTUAL REALITY AND GAMING APPLICATIONS
5.14.2
Potential Service Requirements

The relevant potential service requirements from this use case are

The 3GPP System shall support very low latency (~1 ms)

The 3GPP System shall support very high reliability

The 3GPP System shall support connections that are very difficult to block, modify, or hijack
5.14.3
Potential Operational Requirements

5.15
Localized real-time control

5.15.1
Description

In Smart factory, an extremely restricted requirement of reliability and latency is expected to guarantee the communication between Robots (e.g. automatic precise instruments assemble a car co-ordinately) and the communication between Robot and local Robot-control system.

For an instance, the owner of factory buys “authorized devices (ADs)” from operator A, and  deploys ADs in the factory personally . When AD starts up, it connects to the operator A’s network. The service flow would be as follows.

1. 
Connection among ADs, Robots and Sensors form a local dynamic multi-hop network in the factory to supply data communication service.

2.
When Robot starts up, it connects to local robot control system through local dynamic multi-hop network. 

3.
High-intelligent Robots (e.g. WALLE) communicate with each other directly or through local dynamic multi-hop network and complete cooperation work without any additional central control no matter from robot central control equipment or other equipment connected to operator A’s network. 

4. Robot central control equipment connected to operator A network can also support low-intelligent Robots’ operation (e.g. Robotic Arm) in time and precisely.

5. ADs report necessary information of the local dynamic multi-hop network to operator A. 

By above procedures, Robot central control equipment guarantees all Robots in factory work properly meanwhile Robots work co-ordinately to complete precision engineering.

5.15.2
Potential Service Requirements

The potential service requirements include:

The 3GPP system shall support extremely high reliability and extremely low latency [1-10 ms] for data transmission.

5.15.3
Potential Operational Requirements

The potential operational requirements include:

The 3GPP system shall support self-organized dynamic networking for multi-hop localized network;

Reference.
[1] White paper “5G Vision and Requirements”, IMT-2020(5G) Promotion Group
5.16
Coexistence with legacy systems

5.16.1
Description

This use-case is used to collect requirements related to deployment and coexistence with legacy systems. 

Several operators expect that the coverage of E-UTRAN will exceed the coverage of GERAN and UTRAN by 2020. In order to support the different use cases and business models with their varying demands it is expected that the <5G system> will include one or more <5G> RAT optimized for different market segments. The support of co-existence of new 5G RAT(s) and an E-UTRAN would cater for a sound migration path.

5.16.2
Potential Service Requirements

5.16.2.1
Interworking with existing generations systems
The <5G system> shall be able to support that a UE with a <5G> subscription roaming into a <5G> Visited Mobile Network with roaming agreement with the <5G> Home Mobile Network can set up home network provided data connectivity as well as visited network provided data connectivity. 

The <5G system> shall be able to support that a UE with a <5G> subscription roaming into a EPS Visited Mobile Network with roaming agreement with the Home Mobile Network can set up home network provided data connectivity as well as visited network data connectivity. 

The <5G system> shall be able to support seamless handover and Inter System Mobility between<5G> RAT(s) and E-UTRAN. .

Seamless Handover between the <5G> RAT(s) and GERAN or UTRAN is not required.

5.16.2.2
Security

The <5G system> shall be able to provide at least the same level of security as EPS (confidentiality and integrity).

5.16.3
Potential Operational Requirements

5.16.3.1
Interworking with existing generations systems
The <5G system> shall be able to support that the operator can limit access to its services for a roaming subscriber with a <5G> capable UE and subscription, i.e. when <5G> SLA is not in place yet.

5.17
Extreme real-time communications and the tactile internet

5.17.1
Description

As mentioned in the NGMN 5G whitepaper and SID for SMARTER, “extreme real-time communications” present tight requirements for communications networks.  Another term to describe extreme real-time applications is the “tactile internet” as described by Gerhard Fettweis.  Tactile internet applications require extremely low latency and high reliability and security.

Example of extreme real-time communications include:

- Truly immersive, proximal cloud driven virtual reality

- Remote control of vehicles and robots, real-time control of flying/driving things

- Remote health care, monitoring, diagnosis, treatment, surgery.

Target 1ms delay implies endpoints must be physically close.  Maximum distance between endpoints depends on delay budget per link.

5.17.2
Pre-conditions

Max is shopping for a new place to live. His real estate agent Charles has lent him a virtual reality headset to preview houses.  Charles also provides Max with access to high-resolution 3D files of each property, generated with techniques such as visual odometry to provide dimensionally accurate representations.  Charles can also supply a remote controlled drone to allow Max to explore property in real time.
5.17.3
Service Flows

1.  Max straps on his goggles and starts shopping.  His eyes are presented with life-like images of the subject properties; he can look around the rooms and navigate the property as if he were present.  Max can also measure spaces, test if his furniture will fit, etc.

2.  For short-listed properties, Charles deploys the drone.  In this use case, extreme real-time requirements come into play.  Max looks left, drone looks left (naturally and immediately, movement to photons in 10 ms to avoid queasiness.)  Max can also communicate and ask questions using the drone.  (Drone provides a form of telepresence.)
5.17.4
Post-conditions

Max saves hours by previewing houses using virtual reality. Charles makes more money by not wasting his time showing clients properties that are unsuitable.

5.17.5
Potential Service Requirements

The 3GPP system shall support 1ms one-way delay between mobile devices and devices in the nearby internet.  

5.17.6
Potential Operational Requirements

5.18
Remote Control

5.18.1
Description

In future, UAV (unmanned aerial vehicle) would be widely used for delivery (e.g. Amazon plans to use UVA to deliver goods), which improves delivery efficiency. In addition, UAVs could be used to collect video information on site and deliver emergency equipment to the exact site where accident happens while first aid personnel could not arrive promptly, e.g. serious traffic.  

For an  instance, the owners of UAV (e.g. Logistics companies or Medical institutions) subscribe to latency and ultra reliable transmission service from Operator A, and control the UAV remotely through the service. The service flow would be as follows.
1.
When an accident happens, a manipulator controls the UAV carrying necessary equipments and medicine to take off from the hospital.

2.
UAV shoots real-time pictures or video along the road and sends the image back to the manipulator.

3.
Assisted by the video sent back from UAV, the manipulator controls the UAV away from obstacles through the manipulator.

4.
Continuously the manipulator sends the command message to control the direction and speed of UAV precisely. 

5.
Besides the real-time image, the UAV in flight also sends back position information and other data from its carried sensor back to the manipulator simultaneously.

Assisted by real-time image and information sent back by UAV, manipulator at the console controls the UAV remotely flying through complex terrain and landing at the exact site where the accident happens.

5.18.2
Potential Service Requirements

The potential service requirements include:

The 3GPP system shall support improved reliability even in high mobility scenario (e.g. 120km/h);

The 3GPP system shall support end to end latency lower than [10ms] even in high mobility scenario;
The 3GPP system shall support seamless connection even in high mobility scenario.

5.18.3
Potential Operational Requirements

5.19
Use case for light weight device configuration 
5.19.1
Description

The new system is expected to support all kinds of devices, ranging from very simple, limited function devices to very complex, sophisticated computing platforms.  On the lower end of the device function range, not all such devices may use IMS and may not need to be equipped with an IMS client, and yet it would still be desirable to activate such a device remotely.  A light weight configuration mechanism may be used to provide the configuration information to the device.

5.19.2
Potential service requirements 
The 3GPP System shall be able to support devices (e.g., smart meter) with limited communication requirements and capabilities (e.g., devices without an IMS client).

The 3GPP System shall support a lighter weight signalling for device configuration (i.e., service parameters) than is currently available in EPS.  

5.19.3
Potential operational requirements 
5.20
Use case for wide area sensor monitoring and event driven alarms

5.20.1
Use case description

Consider the case of forest fire alarms or wide area outdoor security motion sensors.  Sensors would communicate periodic signs of life when not triggered and event information when triggered.  Communication would be mission critical and high priority when activated, wide spread, and initiated in the uplink direction.  Devices would be low cost, low powered, battery sensors.

A need arises that requires monitoring a wide area for a particular measured property.  The measured property may be, but is not limited to, temperature, motion, vibration, air quality, moisture, or radiation.  The need may have been planned (e.g., due to building construction or bridge maintenance) or unplanned (e.g., as a result of a forest fire or other natural/man-made event).  

The area to be monitored is “wide” in the sense that it is remote and/or large enough that other wired or wireless network connectivity for the number of sensors deployed is impractical.

Sensors to measure the particular property are deployed in the area of interest.  Sensors may be purposefully placed in specific locations (bridge joints, farm field divisions) or randomly dropped (forest fire).  Once deployed, sensors are expected to be fixed or have low mobility. Sensors may be manually or automatically activated when they are deployed in the area to be monitored. Upon activation, each sensor identifies itself with the network and registers with the sensor monitoring service/application. The sensor sends its information unsolicited and infrequently with no expectation of a response from the network.
A method by which large numbers of stationary (or low mobility) sensors may be deployed and data may be uploaded while minimizing overhead is vital. 
5.20.2
Potential service requirements 

The 3GPP System shall support efficient transfer of infrequent uplink data for low power devices which only participate in mobile-originated communication scenarios.

5.20.3
Potential operational requirements 
The 3GPP System shall support a mechanism which provides appropriate authentication for low power devices.     

The 3GPP System shall support a mechanism which provides appropriate integrity protection for mobile originated transfer from low power devices.     

6
Considerations
6.1
Considerations on security

Text to be provided.
6.2
Considerations on grouping of use cases
Text to be provided.

6.3
Considerations on grouping of requirements
6.3.1
Collected potential requirements

6.3.1.1
Potential service requirements

The following table collects potential service requirements for each use case.
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6.3.1.2
Potential operational requirements

The following table collects potential operational requirements for each use case.
Table 6.3.1.2
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6.3.2
Consolidated potential requirements

6.3.2.1
Consolidated potential service requirements

The following table collects consolidated potential service requirements for each use case group.
Table 6.3.2.1
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6.3.2.2
Consolidated potential operational requirements

The following table collects consolidated potential operational requirements for each use case group.
Table 6.3.2.2
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