3GPP TSG-SA WG1 Meeting #68
S1-144342
San Francisco, USA, 17-21 November 2014 
(revision of S1-14xxxx)
Title:
Using Phased CATS to Gracefully Restore Service
Agenda Item:
8.5 FS_CATS
Source:
KDDI
Contact:
Eriko Yoshida (er-yoshida at kddi dot com) 

Abstract: When a third party server experiences difficulties and then recovers, there may be pent up demand which, if not handled gracefully, may result in congestion in the 3GPP network as well as the server being overwhelmed and resulting in repeated failure situations and poor end user experience. This use case described how CATS may be used to provide a phased return to normal service.
Discussion

When a third party server experiences difficulties and then recovers, there may be pent up demand which, if not handled gracefully, may result in congestion in the 3GPP network as well as the server being overwhelmed and resulting in repeated failure situations and poor end user experience.
When a 3GPP network node experiences a failure, recovery may result in sudden high demand situation for the functions of that node. A recovering node may begin to offer service even though it is still initializing or restoring some functions, resulting in less than nominal available capacity. If this pent up demand is well managed, the node will not be overwhelmed, but if it is not, the node may experience failure due to excess demand (inability to meet service requests within prescribed times) which may drive it into a failure state again. This cycle might be repeated multiple times unless a gradual return to full service is provided. This approach of a gradual return to full service is generally the case for 3GPP core network nodes. The same situation may apply to third party servers. The 3GPP network operator could help ensure a graceful return to normal service for the third party server after its failure. This is beneficial to everyone involved: end users who see a return to normal service more quickly, 3GPP network operators who do not have to carry a lot of traffic that could cause congestion in the 3GPP network and be discarded due to third party server problems, and third party service providers who can anticipate a well-managed and graceful return to normal service demand levels instead of having to deal with potentially catastrophic levels of pent up demand when a server is restored and tries to begin providing its functions once again.
******* FIRST CHANGE *******
x.1
Using Phased CATS to Gracefully Restore Service
x.1.1
Description

This use case describes the use of CATS to gracefully handle pent up demand when a third party server recovers from difficulties and begins to provide its functions once again. The intent is to manage the load on the 3GPP network by avoiding a lot of UEs simultaneously sending large amount of data as soon as the third party server returns to a functioning state. Some UEs (e.g., MTC devices) send data to the third party server at certain intervals. In case of a third party server issue, the UEs may send the pent-up data (i.e., data that would have been sent normally but had to be stored pending the server’s return to normal service) to compensate for the time it was down. This could result in a lot of UEs (again, e.g., MTC devices) sending data simultaneously. 
At the same time, this helps the recovering third party server because a managed increase in demand is provided for its functions so that it is not overwhelmed with pent up demand which could cause it to fail again.
To protect the 3GPP network from these sources of congestion, operator policy should be the basis for applying CATS. 
x.1.2
Pre-conditions

A third party server is functioning normally.
x.1.3
Service Flows

The third party server experiences difficulties and fails. It either informs the 3GPP network that it is failing or has failed, or the 3GPP network determines that the server is no longer able to handle incoming traffic and is therefore marked as having failed.

The 3GPP network manages traffic generated by applications on UEs such that traffic to the affected server is halted at or close to its source.

The third party server recovers. It informs the 3GPP network that it is ready to accept traffic again.
The 3GPP network controls traffic to the server to avoid new difficulties. Gradually, the control is relaxed until normal service levels are reached. 
x.1.4
Post-conditions

Normal service levels are reached in a gradual fashion preventing the 3GPP network and the third party server from being overloaded and causing problems due to uncontrolled sending of pent-up demand. 
x.1.5
Potential Requirements

The 3GPP network shall be able to detect that an application on a third party server, or the third party server as a whole, is not responding to traffic sent to it.
The 3GPP network shall be able to control traffic from UE-based applications to the affected application on the third party server or to the third party server as a whole while not affecting traffic to other applications on the third party server or to other third party servers functioning normally, or from other UE-based applications.
The 3GPP network should be able to receive an indication from the third party server when normal operation resumes.
The 3GPP network shall be able to apply CATS in a phased manner to gradually restore traffic according to operator policy.
******* END OF CHANGE *******

