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X
Overview

x.1
Data paths for eICBD Communications

x.1.1
Default data path scenario

The typical data path in common usage is: 
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Figure 1: Default data path for communication between two UEs.

All UE-UE traffic is carried through the EPC and the internet (and may include a media server). IMS, if used, replaces the internet media server with an IMS server.
x.1.2
eICBD Communication scenario

In eICBD the EPC uses an optimized path between the UEs which minimizes the number of hops. Several configurations are possible which depend, among other factors, on the availability of local network connections. 

The general case is depicted in Fig. 2. UE-UE traffic passes through an SGW, a PGW and another SGW, eliminating a minimum of 2 hops to and from a media server. Additionally it could eliminate extra buffering in the media server. 
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Figure 2: An optimized data path for communication between two UEs.
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Figures 3: An Optimized data path for low backhaul bandwidth case with a standalone LGW. Data path for neighbouring UE’s served by different eNB’s. 

Fig. 3 depicts the case where both UEs and their eNBs are for example on a corporate campus which typically offers a much higher bandwidth locally then to the EPC. A single standalone LGW can span several eNB and provide high data rate connectivity between UEs associated with them. 

Note also that WI ProSe is required to support local traffic between two UEs that are attached to the same eNB or to different eNB without use of gateways. This case is out of scope for eICBD.
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Figure 4: eICBD Communication path via local eNB (with/without a standalone LGW). Data path for neighbouring UE’s served by the same eNB with/without a standalone LGW.
Figure 4 depicts the case where both UEs served by the same eNB, which are very common for indoor environment, including multi-story building environment. The examples may include, but not limited to, home environment and enterprise environment in which some applications require a high level of traffic demand, such as home entertainment.
Editor’s Note: An optimized data path via a local eNB is one of possible data paths for two eICBD-enabled UE’s. This is independent of the ProSe Communication path with routing via a local eNB.
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